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Circuits and Hurwitz action in finite root
systems

Joel Brewster Lewis and Victor Reiner

Abstract. In a finite real reflection group, two factorizations of a Cox-
eter element into an arbitrary number of reflections are shown to lie in
the same orbit under the Hurwitz action if and only if they use the
same multiset of conjugacy classes. The proof makes use of a surprising
lemma, derived from a classification of the minimal linear dependences
(matroid circuits) in finite root systems: any set of roots forming a
minimal linear dependence with positive coefficients has a disconnected
graph of pairwise acuteness.
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1. Introduction

Given a group W and set T of generators for W , consider factorizations
(t1, t2, . . . , tm) of a given element g = t1 · · · tm in W . When T is closed
under conjugation, these factorizations carry a natural action of the Artin
braid group on m strands called the Hurwitz action. Here the braid group
generator σi acts on ordered factorizations by a Hurwitz move, interchanging
two factors ti, ti+1 while conjugating one by the other:

(1.1)
(t1, . . . , ti−1, ti, ti+1, ti+2, . . . , tm)

σi7−→
(t1, . . . , ti−1, ti+1, t

ti+1

i , ti+2, . . . , tm).

(We use the notation ab := b−1ab for conjugation in a group.) When W
is a finite real reflection group of rank n and T is the set of all of its re-
flections, D. Bessis used a simple inductive argument to prove the following
result about shortest factorizations of Coxeter elements (see Section 5 for
the definition), which he called the dual Matsumoto property.

Bessis’s Theorem ([Bes03, Prop. 1.6.1]). Let W be a finite real reflection
group of rank n and let c be a Coxeter element of W . The set of all shortest
ordered factorizations (t1, . . . , tn) of c = t1t2 · · · tn as a product of reflections
forms a single transitive orbit under the Hurwitz action.

The original context for this result is the dual Coxeter theory developed
by Bessis [Bes03] and Brady and Watt [Bra01, BW02]. It has since been
extended to several other contexts:

• shortest reflection factorizations in well-generated complex reflection
groups [Bes15, Prop. 7.6],
• shortest primitive factorizations in well-generated complex reflec-

tion groups [Rip10, Thm. 0.4], where primitivity means having at
most one nonreflection factor,
• shortest reflection factorizations in not-necessarily-finite Coxeter

groups [IS10, BaDSW14], and
• the classification in finite real reflection groups of the elements

whose shortest reflection factorizations have a single Hurwitz or-
bit [BaGRW15].

However, the question of how Bessis’s Theorem extends to longer reflec-
tion factorizations seems not to have been addressed. One obstruction to
transitivity has been noted frequently [LaZ04, LeRS14, Rip10]: the Hurwitz
action preserves the (unordered) m-element multiset of conjugacy classes
of the factors. This multiset is called the unordered passport in type A by
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Lando and Zvonkin [LaZ04, §5.4.2.2]. In considering reflection factorizations
of a Coxeter element c whose length is strictly greater than the minimum
(the rank n of W ), it is possible for the factorizations to use different multi-
sets of reflection conjugacy classes. When W is a finite real reflection group,
we show that this is the only obstruction.

Theorem 1.1. In a finite real reflection group, two reflection factorizations
of a Coxeter element lie in the same Hurwitz orbit if and only if they share
the same multiset of conjugacy classes.

In particular, in the irreducible “oddly-laced types” (An, Dn, E6, E7, E8, H3,
H4, and I2(m) with m odd), there is only one conjugacy class of reflections,
and hence the Hurwitz action is transitive.

We sketch here the proof of Theorem 1.1, which has three main steps.
The first is a lemma, proven in Section 3, that one might paraphrase as
asserting that “root circuits are acutely disconnected”. Call a subset

C = {α1, . . . , αm}
of a Euclidean space (V, (·, ·)) a minimal dependence (or circuit) if there exist
nonzero coefficients ci such that

∑m
i=1 ciαi = 0, and C is inclusion-minimal

with respect to this property. Define its acuteness graph ΓC to have vertices
{1, 2, . . . ,m} and an edge {i, j} whenever (ciαi, cjαj) > 0.

Lemma 1.2. In a finite not-necessarily-crystallographic root system, every
circuit C has ΓC disconnected.

The second step (Section 4) uses Lemma 1.2 to prove a lemma on the absolute
(reflection) length function

`T (w) := min{` : w = t1t2 · · · t` for some ti ∈ T}.

Lemma 1.3. For any reflection factorization t = (t1, . . . , tm) of

w = t1 · · · tm
with `T (w) < m, either m = 2, or there exists t′ = (t′1, . . . , t

′
m) in the

Hurwitz orbit of t with `T (t′1 · · · t′k) < k for some k ≤ m− 1.

The third step, also in Section 4, iterates Lemma 1.3 to put reflection fac-
torizations into a standard form.

Corollary 1.4. If `T (w) = `, then every factorization of w into m reflec-
tions lies in the Hurwitz orbit of some t = (t1, . . . , tm) such that

t1 = t2,

t3 = t4,

...

tm−`−1 = tm−`,

and (tm−`+1, . . . , tm) is a shortest reflection factorization of w.
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Section 5 then finishes off the proof of Theorem 1.1, using the case of Corol-
lary 1.4 where w is a Coxeter element c, along with Bessis’s Theorem above,
and Bessis’s observation that any reflection t can occur first in a shortest
factorization of c. Section 6 collects a few remarks and questions suggested
by this work.

We note that the proof of the crucial Lemma 1.2 is case-based and relies
on large computer calculations. The remaining steps of the argument are
case-independent (at least in the crystallographic case), so that one might
hope to make the argument fully human-comprehensible by giving a case-
free proof of Lemma 1.2.

Acknowledgements. The authors thank Guillaume Chapuy, Theodosios
Douvropoulos, Vivien Ripoll, and Christian Stump for helpful conversations.
They also thank Patrick Wegener both for helpful comments, and for the
content of Section 6.1. Finally, the authors thank an anonymous referee for
thorough and thoughtful comments.

2. Background and terminology

In this section, we review some standard definitions and facts about finite
real reflection groups and root systems. Good references for this material
are [BjB05, Chs. 1, 4], [Hum90], and [Arm09, §§2.1–2.2].

Definition 2.1. Let (V, (·, ·)) be a finite-dimensional Euclidean space, that
is, a real vector space V ∼= Rn with a positive definite symmetric bilinear
from (·, ·), whose associated norm |v| is given by |v|2 = (v, v). For a nonzero
vector α in V , the reflection sα through the hyperplane H = α⊥ is the linear
map given by the formula

(2.1) sα(v) = v − 2 (v, α)

|α|2
α.

A finite reflection group is a finite subgroup W of GLn(R) generated by its
subset T ⊂W of reflections.

Since reflections lie within the orthogonal group On(R), so does W . That
is, W preserves (·, ·).

Definition 2.2. A (finite, reduced, not-necessarily-crystallographic) root
system associated to a finite reflection group W is any W -stable subset
Φ ⊂ V consisting of a choice of two opposite normal vectors ±α for each re-
flecting hyperplane H of a reflection t in T . We will assume W has no fixed
vector in V , that is, the w-fixed spaces defined by V w := {v ∈ V : w(v) = v}
satisfy

⋂
w∈W V w = {0}.

It is not hard to see that root systems Φ for W are parametrized by
picking a representative t of each conjugacy class of reflection and choosing
a scaling for the normal vectors ±α to the reflecting hyperplane of t. On the
other hand, one can axiomatize such root systems as follows: they are the
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collections of finitely many nonzero vectors Φ spanning V with the property
that sα(β) ∈ Φ for all α, β ∈ V , and Φ ∩ Rα = {±α} for all α in Φ. In this
case, one recovers W as the group generated by the reflections {sα : α ∈ Φ}.

Definition 2.3. An open Weyl chamber F for a finite reflection group W
is a connected component of the complement within V of the union of the
reflecting hyperplanes for all reflections t in T .

It turns out that W acts simply transitively on the set of Weyl chambers.
Also, the closure F of any Weyl chamber F is a fundamental domain for the
action of W on V : every W -orbit Wv on V has |(Wv) ∩ F | = 1.

Definition 2.4. The set Φ+ of positive roots corresponding to a choice of
an open Weyl chamber F is

Φ+ := {α ∈ Φ : (α, v) > 0 for all v in F}.
The associated set of simple roots Π ⊂ Φ+ is the set of inward-pointing
normal vectors to the walls of F .

It is easily seen that Φ = Φ+ t (−Φ+). Less obvious are the following
properties of the simple roots Π = {α1, . . . , αn}:

• They are pairwise non-acute.
• They form an R-basis for V .
• They contain W -orbit representatives for all of the roots.
• Every α ∈ Φ+ has its unique expression α =

∑n
i=1 ciαi with ci ≥ 0

for all i.

Definition 2.5. A finite reflection group W is called reducible if there exists
a nontrivial orthogonal direct sum decomposition

V = V1 ⊕ V2

respected by W .

Reducibility of the group W is equivalent to the existence of a nontrivial
decomposition Φ = Φ1 t Φ2 with (α1, α2) = 0 when αi ∈ Φi for i = 1, 2, in
any (or every) root system Φ for W . It is also equivalent to the existence of
a nontrivial decomposition Π = Π1 tΠ2 with (α1, α2) = 0 when αi ∈ Πi for
i = 1, 2, in any (or every) choice of simple roots Π for Φ. In this situation,
W = W1 ×W2 where Wi is the subgroup generated by {sα : α ∈ Φi}, or by
{sα : α ∈ Πi}.

There is a classification of finite irreducible reflection groups W . It con-
tains four infinite families and six exceptional groups:

• type An−1 for n ≥ 2, where W is isomorphic to the symmetric group
on n letters,
• type Bn/Cn for n ≥ 2, where W is the hyperoctahedral group of
n× n signed permutation matrices,
• type Dn for n ≥ 4, where W is an index-two subgroup of the hype-

roctahedral group,
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• type I2(m) for m ≥ 5, where W is the dihedral group of symmetries
of a regular m-gon, and
• exceptional types E6,E7,E8,F4,H3,H4.

We will later need to consider the field extension K of Q that adjoins to

Q the elements (β,α)
|α|2 for all α, β in Φ. If we normalize all of the roots to the

same length, then (β,α)
|α|2 = cos

(
2π
m

)
if the rotation sαsβ has order m. This

number is always algebraic, so we may assume that K is a number field, that
is, a finite extension of Q. We can sometimes do better, as in the following
definition.

Definition 2.6. Say a root system Φ is crystallographic if

(2.2)
2 (β, α)

|α|2
∈ Z for all α, β ∈ Φ.

Of course, if Φ is crystallographic, then K = Q. Since rescaling roots within
a W -orbit does not affect W itself (or any of the circuit properties to be dis-
cussed later), we always choose without further mention a crystallographic
root system Φ for W when one is available. This means that Φ will be chosen
crystallographic in all types except H3, H4 (where one can take K = Q[

√
5]),

and I2(m) for m 6∈ {3, 4, 6}.

3. Circuit classification and proof of Lemma 1.2

The goal of this section is to prove Lemma 1.2 from the Introduction,
which we recall here. Fix a finite (not-necessarily-crystallographic) root
system Φ in a Euclidean space (V, (·, ·)).

Definition 3.1. A finite subset C = {α1, . . . , αm} ⊆ V is a circuit if it has
a nontrivial dependence c1α1 + · · ·+cmαm = 0, but no proper subset of C is
dependent. Given a circuit C, the dependence coefficients (c1, . . . , cm) ∈ Rm
are uniquely determined up to simultaneous R-scaling. Thus, one may define
the acuteness graph ΓC to have vertex set {1, 2, . . . ,m} and an edge {i, j}
whenever (ciαi, cjαj) > 0.

Lemma 1.2. In a finite root system, every circuit C has disconnected
acuteness graph ΓC .

We will often abuse terminology by considering two circuits C,C ′ to be the
same when they span the same set of lines {Rα}α∈C = {Rα′}α′∈C′ , or have
the same set of normal hyperplanes {α⊥}α∈C = {(α′)⊥}α′∈C′ . Note that
in this case, ΓC = ΓC′ . In fact, our figures below will depict slightly more
graphical information about the circuits C, namely an acuteness-obtuseness
graph that shows the ciαi labeling vertices, and these solid (acute) and
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dotted (obtuse) edges:
ciαi cjαj when (ciαi, cjαj) > 0,

ciαi cjαj when (ciαi, cjαj) < 0,

ciαi cjαj when (ciαi, cjαj) = 0.

The acuteness graph ΓC comes from erasing the dotted (obtuse) edges in
the acuteness-obtuseness graph.

Our proof of Lemma 1.2 relies on a classification of circuits in finite root
systems, which may be of independent interest. Such a classfication is essen-
tially already provided in the classical types An−1,Bn/Cn,Dn by Zaslavsky’s
theory of signed graphs [Zas82], and we rely on a computer calculation for
the exceptional types.

Remark 3.2. A different sort of circuit classification in finite root systems
was undertaken by Stembridge [Ste07], who defined the notion of an irre-
ducible circuit. Say that a circuit C = {α} ∪ I ⊂ Φ is irreducible if α is in
the positive linear span of I, and no proper subset of I has any elements
of Φ r I in its positive linear span. Stembridge gave a classification, up to
isometry, of the irreducible circuits in all finite root systems. Unfortunately,
we did not see how to check Lemma 1.2 directly from the classification of
irreducible circuits. See also Example 3.10 below.

Given a finite reflection group W and a choice of a root system ΦW in
V ∼= Rn for W , one might attempt to classify all of the circuits C ⊂ ΦW up
to the action of W , that is, regarding w(C) and C equivalent for all w in
W . We will do slightly less, taking advantage of the following reduction.

Definition 3.3. Call a circuit C ⊂ ΦW a full circuit if {sα : α ∈ C}
generates the group W .

Remark 3.4. Every non-full circuit C ⊂ ΦW lies in a root system ΦW ′

corresponding to some proper subgroup W ′ := 〈sα : α ∈ C〉 ( W ; then C
will be a full circuit within ΦW ′ .

Furthermore, only irreducible root systems ΦW contain full circuits C: if
one has V = V1 ⊕ V2 with Φ = Φ1 t Φ2 and W = W1 ×W2 then the circuit
C ⊂ Φ being inclusion-minimal forces C ⊂ Φi for either i = 1 or 2, and
hence {sα : α ∈ C} ⊂Wi for either i = 1 or 2.

In light of Remark 3.4, in order to prove Lemma 1.2, we will carry out the
classification up to W -action only1 for the full circuits in ΦW . In particular,
we only need to consider the irreducible finite root systems.

1In principle, one could fill in the rest of the classification data using, e.g., the work of
Douglass–Pfeiffer–Röhrle [DPR13], which classifies the reflection subgroups of finite real
reflection groups up to conjugacy.
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3.1. Rank 1. Here C = Φ = {±α}, whose acuteness-obtuseness graph has
two vertices and a dotted edge:

+α oo // −α +α −α

3.2. Rank 2: the dihedral types I2(m). A full circuit C = {α1, α2, α3}
satisfies c1α1 +c2α2 +c3α3 = 0 for some scalars ci. Taking the inner product
of both sides of this equation with ciαi and noting that (ciαi, ciαi) > 0, one
concludes that at most one of the other two inner products

(ciαi, cjαj) , (ciαi, ckαk)

where {i, j, k} = {1, 2, 3} can be positive. Hence each vertex i = 1, 2, 3
is incident to at most one edge in the acuteness graph ΓC on vertex set
{1, 2, 3}, forcing ΓC to be disconnected—see the typical pictures below.

gg 77

��

c1α1 c2α2

c3α3

WW GG

��

c1α1 c2α2

c3α3

Although the rank 2 setting required no classification of the W -orbits
of full circuits C ⊂ ΦW , such a classification is not hard. Consider the
unordered triple {A12, A13, A23}, where π

mAij is the angular measure of the
sector R≥0ciαi + R≥0cjαj , so that Aij ∈ {1, 2, · · · ,m− 1} and

A12 +A13 +A23 = 2m.

One checks that C is a full circuit in ΦW if and only if

g := gcd{A12, A13, A23} = 1;

otherwise C is full inside a sub-root system of type I2(m′) with m′ := m
g .

Furthermore, if m is odd, the unordered triple {A12, A13, A23} completely
determines the W -orbit of C, while for even m, there are exactly two W -
orbits corresponding to each such triple, represented by circuits that differ
from each other by a π

m rotation.

Remark 3.5. The rank 2 case raises a reasonable question: does the con-
clusion of Lemma 1.2 have anything at all to do with root systems? In
other words, is it possible that any minimal linearly dependent set of vec-
tors C = {α1, . . . , αm} in a Euclidean space V has disconnected acute-
ness graph ΓC? Unfortunately, this is not true for dim(V ) ≥ 3. A re-
sult of Fiedler [Fie05, Thm. 2.5], stated in terms of of the Gram matrix
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((αi, αj))i,j=1,...,m, asserts that C will have its obtuseness graph connected,
and that one can in fact, find a circuit C with any prescribed set of obtuse
pairs, orthogonal pairs, and acute pairs, as long as the obtuse pairs form
a connected graph. When dim(V ) ≥ 3, this means one can have both the
obtuseness and acuteness graphs being connected. For example, one has a
circuit α1 + α2 + α3 + α4 = 0 with the following four vectors (αi)

4
i=1 in R3,

having acuteness-obtuseness graph as shown:

C =

α1 =

−6
−3
0

 , α2 =

−1
1
0

 , α3 =

1
2
2

 , α4 =

 6
0
−2


α1 α4

α2 α3

.

3.3. Type An−1 for n ≥ 3. Consider Rn with its usual inner product (·, ·)
making the basis vectors e1, . . . , en orthonormal. Inside the codimension-one
subspace V = (e1 + · · · + en)⊥ ⊂ Rn, considered as a Euclidean space via
the restriction of (·, ·), one has the type An−1 root system

ΦAn−1 = {±(ei − ej) : 1 ≤ i < j ≤ n}.

The Weyl group W is the symmetric group Sn, permuting the coordinates
in Rn and preserving the subspace V . It is well-known (see, e.g., Oxley
[Oxl92, Prop. 1.1.7]) and easily checked that circuits in ΦAn−1 are subsets
of the form {ei1 − ei2 , ei2 − ei3 , . . . , eik−1

− eik , eik − ei1} for distinct elements
i1, i2, . . . , ik of {1, 2, . . . , n}. Therefore full circuits in ΦAn−1 all lie in the
W -orbit of

C = {α1 = e1−e2, α2 = e2−e3, . . . , αn−1 = en−1−en, αn = en−e1},

whose minimal dependence is α1 + · · ·+αn = 0. Since (αi, αj) ∈ {−1, 0} for
each i 6= j, its acuteness graph ΓC contains n vertices and no edges, and so
is disconnected.

Pictorially, one may associate to a subset of ΦAn−1 a graph on vertex set
{1, 2, . . . , n} in which the roots ±(ei − ej) perpendicular to the hyperplane

xi = xj are associated with the edge i j . Circuits then correspond to

graphs that are cycles, and the circuit C above for n = 4 would be depicted
as the graph on the left, with its acuteness-obtuseness graph shown to its
right:

2 3

1 4

+1(e2 − e3)

+1(e1 − e2) +1(e3 − e4)

+1(e4 − e1)
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Remark 3.6. This W -orbit of full circuits C in type A where ΓC has no
edges at all generalizes to an interesting and well-known family of full circuits
for each irreducible crystallographic root system Φ, which we describe here.
Choose an open fundamental chamber F for W , with corresponding choice
of positive roots Φ+ and simple roots Π. Then there will always be either
one or two roots in F ∩ Φ, namely:

• the highest root α0, whose unique expression α0 =
∑n

i=1 hiαi as
a positive root simultaneously maximizes all the coefficients hi (in
particular hi > 0 for each i = 1, . . . , n);
• the highest short root α∗ := (α0(Φ∨))∨, where α∨ := 2α

|α|2 and

α0(Φ∨) is the highest root for the dual crystallographic root sys-
tem Φ∨ := {α∨ : α ∈ Φ}. (When Φ∨ = Φ, one has α0 = α∗.)

Either of the roots β = α0 or β = α∗ gives rise to a full circuit

C = {−β} tΠ ⊂ Φ

whose minimal dependence has the form −β + c1α1 + · · · cnαn = 0. The
acuteness graph ΓC has no edges, since the simple roots are pairwise non-
acute and since β in F ∩ Φ means that (β, αi) ≥ 0 for all αi in Π.

3.4. Type Dn for n ≥ 3. The type Dn root system

ΦDn = {±ei ± ej : 1 ≤ i < j ≤ n}

has Weyl group W which is an index-two reflection subgroup of the hype-
roctahedral group S±n of all signed permutations ei 7→ ±ew(i); here w is a
permutation of {1, 2, . . . , n}. Specifically, W = W (Dn) consists of those
signed permutations in which there are evenly many indices i for which
ei 7→ −ew(i).

Just as one can associate graphs whose edges correspond to pairs ±α of
roots in type A, Zaslavsky’s theory of signed graphs [Zas82] associates to
each root pair ±α in ΦDn (or reflecting hyperplane xi = ±xj) an edge {i, j}
on vertex set {1, 2, . . . , n} with a ± label:

• The roots α = ±(ei − ej) with α⊥ defined by xi = +xj give rise to

plus edges i
+

j .

• The roots α = ±(ei + ej) with α⊥ defined by xi = −xj give rise to

minus edges i
−

j .

Call a cycle in a signed graph balanced if it has an even number of minus
edges, and unbalanced otherwise.

Proposition 3.7 (Zaslavsky [Zas82, Thm. 5.1(e)]). A set of roots in ΦDn

is a circuit if and only if its associated signed graph is one of the following
types:

(i) a balanced cycle;
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(ii) two edge-disjoint unbalanced cycles, having either a path joining a
vertex of one cycle to a vertex of the other, or else sharing exactly
one vertex.

The circuits of type (ii) in Proposition 3.7 are exemplified by the following
full circuits. Given i, j ≥ 2 such that i + j ≤ n + 1, let C(n; i, j) consist of
two particular unbalanced cycles of sizes i, j, connected by a path having
n+ 1− (i+ j) edges:

C(n; i, j)

:= { e1 − e2, e2 − e3, . . . , ei−1 − ei, −e1 − ei }
∪ { ei − ei+1, ei+1 − ei+2, . . . , en−j − en−j+1 }
∪ { en−j+1 − en−j+2, en−j+2 − en−j+3, . . . , en−1 − en, en−j+1 + en }.

For example, the circuit C(12; 4, 6) ⊂ ΦD12 corresponds to this signed graph:

1+ 8+ 9
+

2

+

4

−

5
+

6
+

7
+

10

+

+3 + 12− 11
+

and this acuteness-obtuseness graph:

+1(e8 − e9)

+1(e1 − e2) +1(−e1 − e4) +1(e7 − e8) +1(e9 − e10)

+2(e4 − e5) +2(e5 − e6) +2(e6 − e7)

+1(e2 − e3) +1(e3 − e4) +1(e7 + e12) +1(e10 − e11)

+1(e11 − e12)

Note that the conditions i, j ≥ 2 and i + j ≤ n + 1 on C(n; i, j) allow for
various degenerate instances, including the most degenerate case C(3; 2, 2)
with the following signed graph and acuteness-obtuseness graph:

1
+

−
2

+

−
3

+1(−e1 − e2) +1(e2 − e3)

+1(+e1 − e2) +1(e2 + e3)

The action of the hyperoctahedral group S±n on subsets of ΦDn induces
an action on their signed graphs that Zaslavsky calls switching: the permu-
tations Sn ⊂ S±n simply permute the vertex labels on the signed graphs,
while the sign change ei 7→ −ei swaps the two kinds of edges incident to

vertex i, that is, it swaps i
+

j and i
−

j for any j. Note that this

allows one to perform these changes of edge labels in signed graphs via the
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switching ei 7→ −ei:

(3.1)
k

−
i
−

j  k
+

i
+

j

k
+

i
−

j  k
−

i
+

j

Proposition 3.8. Consider the set of full circuits in ΦDn under the action
of S±n , and under the action of its subgroup W (Dn). A system of orbit
representatives for the S±n -action is

{C(n; i, j) : 2 ≤ i ≤ j and i+ j ≤ n+ 1}.
Upon restriction to the W (Dn)-action, the S±n -orbit of C(n; i, j)

• is a single W (Dn)-orbit if n is odd or if either of i, j is even;
• breaks into two W (Dn)-orbits if n is even and both i, j are odd.

Proof. Among the circuits described in Proposition 3.7, the balanced cycles
(type (i)) are never full circuits in ΦDn : one can use the switching action

to make them have all plus edges i
+

j , and so the group generated by

the associated reflections is conjugate to a subgroup of Sn (W (Dn).
It is easily seen that a circuit of type (ii) in Proposition 3.7, having two

unbalanced cycles connected by a path, is full in ΦDn if and only if its set of
vertices covers {1, 2, . . . , n}. In this case, if its two disjoint cycles have sizes
i, j with i ≤ j, then we claim it is in the S±n -orbit of C(n; i, j). To see this,
perform the following sequence of switchings:

• First, apply switches as in (3.1) to push all of the minus edges off
of the path in the middle, and into the unbalanced cycles at either
end.
• Then, in each cycle, similarly apply switches to push all of the minus

edges into one consecutive string, touching the unique vertex in the
cycle of degree three or more.
• Then, in each cycle, apply switches to change pairs of consecutive

minus edges to plus, so that there is only one minus edge left and
it touches the vertex of degree three or more.
• Finally, apply a permutation in Sn to make the vertex labels match

those of C(n; i, j).

We next analyze the W -orbit structure where W := W (Dn). Since

[S±n : W ] = 2,

any S±n -orbit is either a single W -orbit, or splits as a union of two W -orbits.
One way to show that a S±n -orbit remains a single W -orbit is to exhibit an
element C of the orbit and some w in S±n rW with w(C) = C. Note that
any circuit C is fixed by the element w0 in S±n that sends ei 7→ −ei for all
i = 1, 2, . . . , n, and when n is odd, w lies in S±n rW . Thus no S±n -orbits
split when n is odd. Also, if i is even, then the circuit C(n; i, j) is fixed by
the element w in S±n rW that sends ek ↔ −ei−k for 1 ≤ k ≤ i − 1 (in
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particular e i
2
7→ −e i

2
). Thus the S±n -orbit of C(n; i, j) does not split when

i is even. A similar argument shows that it does not split when j is even.
It only remains to show that the S±n -orbit of C(n; i, j) does split into two

W -orbits when n is even but i, j are both odd. To do this, we describe
a Z/2Z-valued W -invariant π(C) of these circuits C. Consider the unique
perfect matching M of the undirected graph for C. For example, M is shown
here as the doubled edges for (n, i, j) = (16, 5, 7):

• • • • •

• • • • • •

• • • • •

Define π(C) to be the parity of the number of minus edges in the signed
graph for C that lie in M . Applying elements of Sn to C does not affect
π(C), but switches of the form ek 7→ −ek reverse π(C). Thus both values
π(C) in Z/2Z occur within the S±n -orbit of C(n; i, j), while only one value
occurs in each W -orbit. �

Note that Proposition 3.8 immediately implies that full circuits C ⊂ ΦDn

have disconnected acuteness graph ΓC , since ΓC(n;i,j) has at least four ver-
tices but at most two edges.

3.5. Type Bn/Cn for n ≥ 3. Since we are only concerned with the
hyperplanes and reflections associated to the roots, we are free to choose
the crystallographic root system of type Cn:

ΦCn := {±ei ± ej : 1 ≤ i < j ≤ n} t {±2ei : 1 ≤ i ≤ n}.

Here W = W (Cn) = S±n is the full hyperoctahedral group of n × n signed
permutations ei 7→ ±ew(i).

As in type D, Zaslavsky [Zas82] associates a signed graph to each subset
of roots. Roots in ΦDn correspond to (signed) edges as before, and the pair
±2ei is depicted as a self-loop on vertex i, with a minus sign. Such a self-loop
is considered an unbalanced cycle (with one edge). Then Proposition 3.7
remains correct as a characterization of circuits C ⊂ ΦCn , that is, they are
either of type (i) or (ii) mentioned there, allowing for self-loops as unbalanced
cycles.

We thus extend the definition of the circuits C(n; i, j) to allow C(n; 1, j)
where 1 ≤ j ≤ n:

C(n; 1, j)

:= { −2e1 } ∪ { e1 − e2, e2 − e3, . . . , en−j − en−j+1 }
∪ { en−j+1 − en−j+2, en−j+2 − en−j+3, . . . , en−1 − en en−j+1 + en}.
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The following example depicts C(9; 1, 6) as a signed graph, as well as its
acuteness-obtuseness graph:

5+ 6
+

1− 2
+

3
+

4
+

7

+

+9− 8
+

+1(e5 − e6)

+1(e4 − e5) +1(e6 − e7)

+1(−2e1) +2(e1 − e2) +2(e2 − e3) +2(e3 − e4)

+1(e4 + e9) +1(e7 − e8)

+1(e9 − e8)

Note that the condition 1 ≤ j ≤ n on C(n; 1, j) allows for various degenerate
instances. As examples, in the case j = 1 we have the circuit C(4; 1, 1)

1− 2
+

3
+

4
+

−

with acuteness-obtuseness graph

+1(−2e1) +2(e1 − e2) +2(e2 − e3) +2(e3 − e4) +1(+2e1)

and in the case j = n we have the circuit C(5; 1, 5):

2
+

3

+1−

+

−
5

+
4

+1(e1 − e2) +1(e2 − e3)

+1(−2e1) +1(e3 − e4)

+1(e1 + e5) +1(e4 − e5)

Proposition 3.9. The set {C(n; 1, j) : 1 ≤ j ≤ n} is a system of represen-
tatives for the S±n -orbits of full circuits in ΦCn.

Proof. As before, among the circuits described in Proposition 3.7, those of
type (i) (balanced cycles) are never full circuits. But now a circuit of type
(ii), having two unbalanced cycles connected by a path, is full if and only if
its set of vertices covers {1, 2, . . . , n} and also one of its balanced cycles has
size one, i.e., is a self-loop. In this case, if its two disjoint cycles have sizes
1, j, then we claim it is in the S±n -orbit of C(n; 1, j). To see this, perform
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switchings as in type D that push all of the minus edges off of the path in
the middle and into the unbalanced cycle of size j, then toward one end of
this cycle, and cancel them in pairs until only one is left; the result can then
be relabeled by an element of Sn to give C(n; 1, j). �

Note that Proposition 3.9 immediately implies that full circuits C ⊂ ΦCn

have disconnected acuteness graph ΓC , since ΓC(n;1,j) has at least three
vertices but at most one edge.

3.6. Exceptional types. We outline our Mathematica computations ver-
ifying Lemma 1.2 in the exceptional types H3, H4, F4, E6, E7, and E8. This
data is available at http://nyjm.albany.edu/j/2016/CircuitData.zip

as auxilliary data files named in a logical way; e.g., data for type E8 is in
the file E8.txt. We first generated a set of W -orbit representatives for all
bases of positive roots in each root system ΦW . Given the list of W -orbit
representatives for bases B ⊂ Φ+

W , we produced the W -orbit representatives

for all circuits C by adding to each B a positive root α ∈ Φ+
W r B in all

possible ways, finding the unique circuit C ⊂ B ∪ {α}, and classifying all
such C up to W -action. Non-full circuits were discarded. Finally, for each
of these full circuits C, we computed the acuteness graph ΓC and verified
that it was disconnected.

The table below shows the number of orbits of bases and of full circuits
in each of the exceptional types.

Type # orbits of bases # orbits of full circuits
H3 11 15
H4 96 416
F4 35 22
E6 39 17
E7 311 142
E8 1943 1717

In the case of E8, this computation required several days to produce the
1943 W -orbits of bases in Φ+

E8
. To corroborate this data, we also produced

the sizes of the stabilizers of each W -orbit representative B; these allowed
us to compare with the calculations of De Concini–Procesi [DCP08], who
found (e.g.) that there are 348607121625 total bases in Φ+

E8
.

Example 3.10. Some of the full circuits that we encountered are the ir-
reducible circuits C = {α} ∪ I, discussed in Remark 3.2 above. Stem-
bridge shows that what he calls the apex vector α has (α, β) > 0 for each
β in I, if the irreducible circuit C comes from a dependence of the form
(−1)α +

∑
β∈I cββ = 0 with cβ > 0. Therefore α always gives rise to a

vertex of ΓC having an obtuse edge to every other vertex in the acuteness-
obtuseness graph, and so becomes an isolated vertex of the acuteness graph
ΓC . We depict here the acuteness-obtuseness graphs for the irreducible cir-
cuits in type E6,E7,E8, adapted from his figure [Ste07, Fig. 1], where the

http://nyjm.albany.edu/j/2016/CircuitData.zip
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apex α always appears in the center:

E6 α2 α3

α1 (−3)α α4

α6 α5

E7 α1 +2α7 α4

α2 (−4)α α5

α3 α6

E8 +2α1 α5

α2 α6

(−5)α

α3 α7

+2α4 α8

E8 α4

α1 α5

α2 (−4)α α6

α3 α7

α8

E8 +3α1 α4

α5

(−6)α α6

+2α2 α7

+2α3 α8

Example 3.11. In most cases it is extremely easy to recognize the discon-
nectedness of ΓC : either it has an isolated vertex, or it has v vertices and
fewer than v − 1 edges, or both. For example, in Stembridge’s irreducible
circuits C = {α} ∪ I, the apex vector α necessarily gives rise to an isolated
vertex of ΓC .

Meanwhile in type H4, of the 419 full-rank circuit orbit representatives,
there are only 25 with at least four edges (two each with five or six edges,
21 with four edges); of these, ten have an isolated vertex (including all of
those with more than four edges) and the other fifteen consist of a disjoint
triangle and edge.
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Example 3.12. Here is another interesting example of an acuteness-ob-
tuseness graph of a full circuit in E8:

+2α1

α6

α2 α5

α7

α3 α9

α8

+2α4

4. Non-minimal factorizations, and proofs of Lemma 1.3 and
Corollary 1.4

Most of this section is devoted to the proof of the following lemma from
the Introduction, recalled here, which we then use to prove Corollary 1.4.

Lemma 1.3. For any reflection factorization t = (t1, . . . , tm) of

w = t1 · · · tm
with `T (w) < m, either m = 2 or there exists t′ = (t′1, . . . , t

′
m) in the Hurwitz

orbit of t with `T (t′1 · · · t′k) < k for some k ≤ m− 1.

An important tool will be Carter’s characterization of minimal reflection
factorizations.

Proposition 4.1 (Carter [Car72, Lem. 3]). In a finite real reflection group
W , one has `T (sα1 · · · sαk

) = k if and only the roots α1, . . . , αk are linearly
independent.

In particular, this implies that the reflection length function `T : W → N
only takes values in {0, 1, . . . ,dim(V )}. A second important observation is
the following.

Proposition 4.2. A subsequence (ti1 , . . . , tik) with 1 ≤ i1 < . . . < ik ≤ m
of a factorization t = (t1, . . . , tm) of w = t1t2 · · · tm is always a prefix for
some t′ = (ti1 , . . . , tik , t

′
k+1, t

′
k+2, . . . , t

′
m) in the Hurwitz orbit of t.

Proof. Starting with t, apply σi1−1, σi1−2, . . . , σ2, σ1 to move the ti1 to the
first position; then similarly apply σi2−1, σi2−2, . . . , σ3, σ2 to move ti2 to the
second position, and so on. �

Using Propositions 4.1 and 4.2 in the context of Lemma 1.3, one can
assume without loss of generality that the reflection factorization

t = (t1, . . . , tm)
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of w = t1 · · · tm with `T (w) < m corresponds via ti = sαi to roots

α1, α2, . . . , αm

that form a circuit C = {α1, . . . , αm} ⊂ Φ. Furthermore, in light of Re-
mark 3.4, one can assume that C is a full circuit in ΦW , and hence that ΦW

is irreducible.
Note that Lemma 1.3 can be checked trivially in rank 1, since

W = 〈s : s2 = e〉.

The next subsection deals with rank 2, and the one following deals with
ranks 3 and higher, relying ultimately on Lemma 1.2.

4.1. Rank 2. Lemma 1.3 is already interesting in rank 2, so that W is the
dihedral group

W = Wm := 〈s, t : s2 = t2 = e, (st)m = e〉

of type I2(m). Since full circuits C have size 3, the reductions above show
that, to prove Lemma 1.3, it only remains to check the following assertion:
any reflection factorization t = (t1, t2, t3) of w = t1t2t3 in Wm has a factor-
ization of the form t′ = (t′, t′, t′′) in its Hurwitz orbit. In fact, one need only
prove this same assertion for the infinite dihedral group

W∞ = 〈s, t | s2 = t2 = e〉

of type I2(∞). The reflections in W∞ are the elements of odd length in
the generating set s, t; we denote them by T = {t(n) := (st)ns, n ∈ Z}.
(In particular, this means s = t(0) and t = t(−1).) The obvious surjection
W∞ �Wm

• carries reflections in W∞ to reflections in Wm, and
• sends Hurwitz moves σi on factorizations in W∞ as in (1.1) to the

same Hurwitz move in Wm.

There is a standard geometric model for W∞ as generated by affine re-
flections of the real line R: the reflection t(n) reflects R across the point
x = n in R. Thus the conjugation action

t(b)t(a) = t(a) · t(b) · t(a) = t(2a− b)

corresponds to reflecting b across a on the line R. Therefore, bearing in
mind Proposition 4.2, it will suffice to show that, given an ordered triple of
integers (a, b, c), one can eventually reach a triple having two of the integers
equal via moves that reflect one of a, b across the other and swapping their
positions within the triple, or doing the same with b, c. We give an algorithm
that does this by reflecting one of the three values a, b, c across the median
value, proceeding by induction on the (positive integer) length

M(a, b, c) := max{a, b, c} −min{a, b, c}

of the interval that they span, and eventually making two of them coincide.
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Up to the irrelevant symmetries

(a, b, c) 7→ (c, b, a) and (a, b, c) 7→ (−a,−b,−c)
(the latter being achieved by reflection across 0), we may suppose that either
a ≤ b ≤ c or a ≤ c < b. In the latter case, reflecting b across a produces
(2a − b, a, c) with 2a − b < a ≤ c, so we reduce to the former case. Since
a ≤ b ≤ c, one has M = c − a. Let m := min{b − a, c − b}. Without loss
of generality, M(a, b, c) > m > 0, else we are done. If m = b − a, reflect a
across b giving (a′, b′, c′) = (b, 2a− b, c) with

M(a′, b′, c′) = c− b ≤ m < M(a, b, c).

If m = c− b, reflect c across b giving (a′, b′, c′) = (a, 2b− c, b) with

M(a′, b′, c′) = b− a ≤ m < M(a, b, c).

In either case, we are done by induction.
Here is an illustration in the case (a, b, c) = (3, 7, 5) (so that initially

a < c < b):

a

3

c

5

b

7

a b

−1 3

c

5

a b c

−1 1 3

a c

1

b

3

σ1−→σ−1
2−→σ−1

1−→

4.2. Higher ranks. When W has rank at least three, we require a some-
what more subtle argument to prove Lemma 1.3. Given a factorization
w = t1t2 · · · tm in which `T (w) < m, there exists an m-tuple (α1, . . . , αm)
of roots for which ti = sαi , and by Proposition 4.1 this m-tuple is linearly
dependent.

Definition 4.3. A pair (C, c) where C = (α1, . . . , αm) in Φm and

c = (c1, . . . , cm)

in Rm with
∑m

i=1 ciαi = 0 will be called an m-dependence in Φ. Its weight
is defined as

wt(C, c) := wt(c) :=

m∑
i=1

|ci|.

Our proof strategy for Lemma 1.3 is to start with any nontrivial m-
dependence (C, c) that accompanies a non-minimal factorization

w = t1t2 · · · tm,
and try to apply Hurwitz moves that make wt(C, c) strictly smaller. Then
we work by induction to show that for m > 2, every m-dependence has in
its Hurwitz orbit an m-dependence (C′, c′) where one of the coefficients c′i
vanishes, so that a proper subset of the vectors in C is dependent. Bearing
in mind Proposition 4.2, this would prove Lemma 1.3. There are at least
three separate issues here:
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(i) We need a well-defined Hurwitz action on the set of m-dependences
(easy—see Proposition 4.4).

(ii) We need to know that some Hurwitz move applies that lowers
wt(C, c). Here we use Lemma 1.2.

(iii) We need to know that one cannot lower wt(C, c) infinitely often.
This is a fairly easy argument in the crystallographic case, but re-
quires one further computation in types H3,H4.

We deal with issues (i), (ii), (iii) in the next three subsections.

4.2.1. Dealing with issue (i). We lift Hurwitz moves on reflection fac-
torizations to moves on m-dependences.

Proposition 4.4. The Hurwitz move t
σi7−→ t′ of (1.1) lifts to the following

(invertible) Hurwitz move σi on the set of m-dependences in Φ: given

(C = (αi)
m
i=1, c)

corresponding to t, send it to (C′ = (α′i)
m
i=1, c

′) having α′j = αj and c′j = cj
for all j 6= i, i+ 1, and

(4.1)

αi αi+1

ci ci+1

 σi7−→


αi+1 sαi+1(αi)

ci+1 +
2 (αi, αi+1)

|αi+1|2
ci ci

 .

Furthermore, the ith sign change involution εi on (C, c) that replaces αi 7→
−αi and ci 7→ −ci satisfies

(4.2)

σiεj = εjσi for j 6= i, i+ 1,

σiεi = εi+1σi, and

σiεi+1 = εiσi.

Proof. For any root α and any w in W one has swα = w−1sαw = sw−1(α).

Applying this with α = αi and w = sαi+1 = w−1 shows that the pair (C′, c′)
defined in the statement corresponds to t′ = σi(t). The fact that this pair
is another m-dependence comes from

∑m
i=1 ciαi = 0 and a calculation with

the formula (2.1). The inverse σ−1
i : (C, c) 7−→ (C′, c′) has the following

formula: α′j = αj and c′j = cj for all j 6= i, i+ 1, and

(4.3)

αi αi+1

ci ci+1

 σ−1
i7−→


sαi(αi+1) αi

ci+1 ci +
2 (αi+1, αi)

|αi|2
ci+1

 .

The relations in (4.2) are all straightforward to check. �

Remark 4.5. We will not need it here, but a slightly laborious calculation
shows that the permutation action of the operators σi on the set of m-
dependences in Φ satisfies the usual braid relations, giving an action of the
m-strand braid group on the set of m-dependences.
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4.2.2. Dealing with issue (ii). We begin by studying how the two Hur-
witz moves σi, σ

−1
i affect the weight of a dependence. Note that the sign

change involution εi has no effect on the weight of a dependence.

Proposition 4.6. Consider a nontrivial m-dependence (C, c) for m ≥ 3,
with C = (α1, . . . , αm) supported on a circuit C = {α1, . . . , αm}.

(a) If (ciαi, ci+1αi+1) = 0, then

wt(σi(C, c)) = wt(σ−1
i (C, c)) = wt(C, c).

(b) If (ciαi, ci+1αi+1) > 0, then both

wt(σi(C, c)) > wt(C, c) and wt(σ−1
i (C, c)) > wt(C, c).

(c) If (ciαi, ci+1αi+1) < 0, then either

wt(σi(C, c)) < wt(C, c) or wt(σ−1
i (C, c)) < wt(C, c).

Proof. Since C is a circuit, all entries of c are nonzero. Assertion (a) follows
because ci, ci+1 6= 0 imply (αi, αi+1) = 0, so that σ±1

i simply permute the
coefficients.

In arguing assertions (b), (c), it is convenient to have all entries cj > 0 in
c. One can reduce to this case by applying sign change operations εi that
negate some of the αj , using the relations (4.2).

Then from (4.1), one has

wt(σi(C, c))− wt(C, c) = c′i − ci+1(4.4)

where

c′i :=

∣∣∣∣ci+1 +
2 (αi, αi+1)

|αi+1|2
ci

∣∣∣∣ .
For assertion (b), note that ci, ci+1 > 0 implies that (αi, αi+1) > 0, and

hence

c′i − ci+1 =
2 (αi, αi+1)

|αi+1|2
ci > 0,

so that wt(σi(C, c)) > wt(C, c). Moreover the same holds when σi is re-
placed by σ−1

i , since this only has the effect of switching i and i+ 1 every-
where in (4.4).

For assertion (c), let us assume that (ciαi, ci+1αi+1) < 0 and that both

(4.5) wt(σi(C, c)) ≥ wt(C, c) and wt(σ−1
i (C, c)) ≥ wt(C, c),



1478 JOEL BREWSTER LEWIS AND VICTOR REINER

in order to reach a contradiction. Note that

wt(σi(C, c)) ≥ wt(C, c)

⇐⇒
∣∣∣∣ci+1 +

2 (αi, αi+1)

|αi+1|2
ci

∣∣∣∣ ≥ ci+1

⇐⇒
∣∣∣∣2 (αi, αi+1)

|αi+1|2

∣∣∣∣ ci ≥ 2ci+1 (since ci, ci+1 > 0 and (αi, αi+1) < 0),

⇐⇒
∣∣∣∣(αi, αi+1)

|αi+1|2

∣∣∣∣ ≥ ci+1

ci
.

Similarly, swapping the indices i, i+ 1, one has

wt(σ−1
i (C, c)) ≥ wt(C, c) ⇐⇒

∣∣∣∣(αi, αi+1)

|αi|2

∣∣∣∣ ≥ ci
ci+1

.

Therefore the assumption (4.5) implies that(
(αi, αi+1)

|αi| · |αi+1|

)2

=

∣∣∣∣(αi, αi+1)

|αi+1|2

∣∣∣∣ · ∣∣∣∣(αi, αi+1)

|αi|2

∣∣∣∣ ≥ ci+1

ci
· ci
ci+1

= 1.

Cauchy–Schwarz then forces αi+1 = ±αi, contradicting C = (α1, . . . , αm)
being a circuit with m ≥ 3. �

With this in hand, issue (ii) is dealt with by the following result.

Proposition 4.7. Given a nontrivial m-dependence (C, c) for m ≥ 3, with
C = (α1, . . . , αm) supported on a full circuit C = {α1, . . . , αm} ⊂ Φ, there
exists another m-dependence (C′, c′) in its Hurwitz orbit such that

wt(c′) < wt(c).

Proof. As before, ci 6= 0 for all i since C is a circuit. The acuteness graph
ΓC is disconnected by Lemma 1.2, so one has a nontrivial decomposition
{1, 2, . . . ,m} = ItJ in which ciαi, cjαj are nonacute for every (i, j) ∈ I×J .
They cannot always be orthogonal, else C would not be a circuit. Hence,
there exists at least one pair (i∗, j∗) ∈ I × J for which ci∗αi∗ , cj∗αj∗ are
(strictly) obtuse. Assume i∗ < j∗ without loss of generality.

Let I = {i1 < i2 < · · · } and J = {j1 < j2 < · · · }, and imagine
the process of sorting the sequence (1, 2, 3, . . . ,m) into the linear order
(j1, j2, . . . , i1, i2, . . .) using adjacent transpositions sk (i.e., sk swaps the en-
tries in positions k, k + 1) so that at each step, the transposed values {i, j}
satisfy (i, j) ∈ I×J . Since this process starts with i∗ left of j∗ and ends with
i∗ right of j∗, there must exist some first step in this process where one uses
some sk0 to swap a pair (i, j) ∈ I×J having ciαi, cjαj obtuse. All of the pre-
vious steps swap pairs of orthogonal roots, and hence lift to a corresponding
sequence of Hurwitz moves σi applied to (C, c) that only re-order the entries.
The product of these moves is a (re-ordered) m-dependence (C′c′) having
wt(c′) = wt(c). However, at the next step, Lemma 4.6(c) shows that one of
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the two lifts σ±1
k0

of sk0 will have wt(σ±1
k0

(C′, c′)) < wt(C′, c′) = wt(C, c), as
desired. �

4.2.3. Dealing with issue (iii). We need to know that, after starting with
an an m-dependence and applying a sequence of Hurwitz moves that de-
crease its weight at each step, one cannot return to the same m-dependence.

Proposition 4.8. Fix a circuit C in a finite root system Φ of rank at least
3, and two m-dependences (C, c), (C′, c′) supported on C. If the two m-
dependences are in the same Hurwitz orbit then wt(c′) = wt(c).

Proof. Note that the hypotheses and conclusion of the proposition are un-
affected by rescaling c.

Let K be the finite extension of Q generated by 2(α,β)
|α|2 for all roots α, β

in Φ. Every root α is in the W -orbit of a root in Π, and hence by (2.1) in
the K-subspace of V generated by Π. Thus, we may rescale c so that it lies
in Km. Clearing denominators, we can assume c lies in om, where o is the
ring of integers within K.

We further claim that one can assume both that o is a principal ideal

domain, and that it contains all of the algebraic numbers 2(α,β)
|α|2 for α, β in

Φ. To see this claim, note that our finite root systems Φ of rank at least 3
have been chosen either to be

• crystallographic, so that o = Z ⊂ Q = K, with 2(α,β)
|α|2 in Z, or

• type H3,H4, so that o = Z
[
(1 +

√
5)/2

]
⊂ Q[

√
5] = K, with

2(α,β)
|α|2 ∈

{
2 cos(2π

5 ), 2 cos(4π
5 )
}
∪ Z ⊂ o.

Therefore the ideal I = (c) of o generated by the entries of c is a principal
ideal I = (g) in o, where g := gcd(c) is uniquely defined up to scaling by
units in o×. The formulas (4.1), (4.3) show that the Hurwitz moves σ±i do
not change I.

Now assume we are given (C, c), (C,′ c′) as in the hypothesis of the propo-
sition, and permute indices of C so that C′ = C as (ordered) circuits. The
uniqueness of the dependence up to scaling forces c′ = kc for some k ∈ K×,
and hence

wt(C′, c′) = |k| · wt(C, c).

The above discusion shows that, additionally, gcd(c) = gcd(c′) in o, so that
c′ = kc forces k to lie in o×. Thus, in the crystallographic case, we are done
since o× = Z× = {±1}, so |k| = 1.

In the noncrystallographic H3,H4 cases, we still need to rule out the
possibility that the unit k in o× has |k| 6= 1. This would mean that the
Hurwitz orbit of the m-dependence (C, c) contains infinitely many other
elements, namely those whose weights are scaled by 1, |k|, |k|2, . . . . However,
we used a computer to check that this does not happen: for every W -orbit
of full circuits C in ΦH3 ,ΦH4 , as classified in Section 3.6, we linearly ordered
C in all ways to form C, picked coefficients c (uniquely up to scaling) to
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create an m-dependence (C, c), applied all Hurwitz moves σ±i to generate
new dependences, then repeated with the new dependences. A priori this
could have run indefinitely, but in fact it always terminated with a finite
list, proving the claim. �

4.2.4. Proof of Lemma 1.3 in ranks at least 3. Given a reflection
factorization t = (t1, . . . , tm) of w = t1 · · · tm with `T (w) < m and m ≥ 3,
we want to show there exists t′ = (t′1, . . . , t

′
m) in the Hurwitz orbit of t with

`T (t′1 · · · t′k) < k for some k ≤ m− 1.
As mentioned earlier, using Propositions 4.1 and 4.2, we may assume

without loss of generality that the tuple C = (α1, α2, . . . , αm) of roots
corresponding to (t1, . . . , tm) via ti = sαi is supported on a circuit C =
{α1, . . . , αm} in Φ. Furthermore, as in Section 3, one can also assume that
ΦW is irreducible, and that C is a full circuit in ΦW .

Pick coefficients c that make

(C, c)(=: (C(0), c(0)))

an m-dependence. Then Proposition 4.7 shows that that there exists an
m-dependence (C(1), c(1)) in its Hurwitz orbit having

wt(C(1), c(1)) < wt(C(0), c(0)).

Repeat this process, producing a sequence of m-dependences (C(i), c(i)) in
the Hurwitz orbit of (C, c), with strictly decreasing sequence of weights. If it

ever happens that some coefficient c
(i)
j = 0, so that some proper subsequence

of C(i) is dependent, then we are done by Propositions 4.1 and 4.2. However,
this must happen: otherwise each C(i) is supported on a circuit C(i) ⊂
Φ, of which there are only finitely many, so C(i) = C(j) for some i < j,
contradicting Proposition 4.8.

This completes the proof of Lemma 1.3 in rank at least three, and hence
in all ranks.

4.3. Proof of Corollary 1.4. Recall the statement of Corollary 1.4 from
the Introduction.

Corollary 1.4. If `T (w) = `, then every factorization of w into m reflec-
tions lies in the Hurwitz orbit of some t = (t1, . . . , tm) such that

t1 = t2,

t3 = t4,

...

tm−`−1 = tm−`,

and (tm−`+1, . . . , tm) is a shortest reflection factorization of w.
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Proof. Induct on m, with trivial base case m = 0. In the inductive step for
m > 0, given a reflection factorization w = t1t2 · · · tm, either

` := `T (w) = m,

in which case we are done, or there exists some smallest index i for which
`T (t1t2 · · · ti) < i. By applying Lemma 1.3 repeatedly, we may assume that
i = 2. This means that t1 = t2, and we are done by applying the induction
to the factorization w = t3t4 · · · tm. �

5. Coxeter elements and the proof of Theorem 1.1

Theorem 1.1 is a statement about factorizations of Coxeter elements. We
recall their definition and a few properties here, before proving the theorem.

Definition 5.1. Given a finite real reflection group W with root system Φ,
one defines a Coxeter element to be any element of W of the form

c = sα1sα2 · · · sαn ,

where (α1, . . . , αn) is any ordering of any choice of simple roots

Π = {α1, . . . , αn}
for Φ.

It turns out (see, e.g., [Hum90, §3.16]) that all Coxeter elements c lie
within the same W -conjugacy class. We mention here a few other important
properties of Coxeter elements that we will use. One is Bessis’s Theorem
[Bes03, Prop. 1.6.1] from the Introduction, asserting that any two shortest
reflection factorizations c = t1t2 . . . tn lie in the same Hurwitz orbit. It has
the following non-obvious corollary.

Corollary 5.2. In a finite real reflection group, any two shortest reflec-
tion factorizations of a Coxeter element use the same multiset of reflection
conjugacy classes.

(Specifically, it is the multiset of conjugacy classes of the simple root reflec-
tions (sα)α∈Π, two of which lie in the same W -conjugacy class if and only if
they have a path of odd-labeled edges between them in the Coxeter diagram
for W ; see [BjB05, Exer. 1.16].)

We will also need the following lemma used by Bessis in the proof of his
theorem.

Lemma 5.3 (Bessis [Bes03, Lem. 1.4.2]). For every Coxeter element c and
reflection t in W there exists a shortest reflection factorization c = t1t2 · · · tn
starting with t1 = t.

Remark 5.4. In fact, Bessis’s result [Bes03, Lem. 1.4.2] asserts something
much stronger. The weaker consequence that we need above easily general-
izes to the following assertion: given an element w in a finite real reflection
group W of rank n having `T (w) = n, every reflection t in W occurs as the
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first element t = t1 in at least one shortest factorization w = t1t2 · · · tn. This
is true since `T (tw) = n − 1 (because |`T (v) − `T (tv)| = 1 and `T (v) ≤ n
for all v in W ), so any shortest factorization tw = t2t3 · · · tn gives such a
shortest factorization w = t · t2 · · · tn.

Combining Bessis’s Theorem from the Introduction with Lemma 5.3 gives
the following.

Corollary 5.5. Fix a reflection t and a Coxeter element c. Then every
shortest reflection factorization c = t1t2 · · · tn lies in the Hurwitz orbit of
such a factorization that starts with t.

We can now prove Theorem 1.1 from the Introduction, whose statement
we recall here.

Theorem 1.1. In a finite real reflection group, two reflection factorizations
of a Coxeter element lie in the same Hurwitz orbit if and only if they share
the same multiset of conjugacy classes.

Proof. The “only if” statement is clear, as Hurwitz moves do not affect the
multiset of conjugacy classes.

For the “if” statement, given two reflection factorizations t = (t1, . . . , tm)
and t′ = (t′1, . . . , t

′
m) of c having the same multiset of reflection conjugacy

classes, we show that they lie in the same Hurwitz orbit via induction on
m. By Corollary 1.4, we may assume that both t, t′ consist of a sequence of
(m− n)/2 pairs of equal reflections, followed by shortest factorizations t̂, t̂′

of c:

t = (t1, t1, t3, t3, . . . , tm−n−1, tm−n−1, t̂),

t′ = (t′1, t
′
1, t
′
3, t
′
3, . . . , t

′
m−n−1, t

′
m−n−1, t̂′).

It would suffice to show that the Hurwitz orbit of t contains a factorization
that starts with (t′1, t

′
1), since one could then apply induction after restricting

t, t′ to their last m− 2 positions {3, 4, . . . ,m}.
To this end, we first claim that one of the pairs (ti, ti) (in positions i, i+1)

of adjacent equal reflections in t has ti in the same conjugacy class as t′1; this

is so because Corollary 5.2 implies t̂, t̂′ share the same multiset of conjugacy
classes, and it is a hypothesis of the theorem that t, t′ share the same multiset
of conjugacy classes.

Via a sequence of Hurwitz moves of the form σ−1
k , one can move the two

copies (ti, ti) in t to the right, stopping just before t̂, giving an element in
the Hurwitz orbit of t whose last n+ 2 positions are

(ti, ti, t̂).

Since ti is W -conjugate to t′1, one can choose w in W and a reflection fac-
torization w = r1 · · · rk such that

t′1 = w−1tiw = twi = tr1r2···rki .
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By Corollary 5.5, one can apply Hurwitz moves to t̂ and make it start with
the reflection r1. Thus the last n+ 2 positions in the factorization now look
like

(ti, ti, r1,
ˆ̂t).

Apply the Hurwitz moves of the form σk that move r1 two steps left, chang-
ing the factorization to

(r1, t
r1
i , t

r1
i ,

ˆ̂t).

Then apply Hurwitz moves of the form σk that move both of (tr1i , t
r1
i ) one

step to the left, changing it to

(tr1i , t
r1
i , r

t
r1
i t

r1
i

1 , ˆ̂t) = (tr1i , t
r1
i , r1,

ˆ̂t),

where the suffix (r1,
ˆ̂t) is still a shortest factorization of c. Repeating this

process with r2, r3, . . . , rk in place of r1 gives a factorization whose last n+2
positions have the form

(t′1, t
′
1, t̃)

for some shortest factorization t̃ of c. Then applying a sequence of moves of
the form σk gives a factorization in the Hurwitz orbit of t that moves (t′1, t

′
1)

to the first two positions, as desired. �

6. Remarks

6.1. Quasi-Coxeter elements. Baumeister, Gobet, Roberts, and Wege-
ner [BaGRW15] define a quasi-Coxeter element c in a finite reflection group
W to be an element having a shortest reflection factorization c = t1t2 · · · tn
for which {t1, t2, . . . , tn} generates W . For example, Coxeter elements as in
Definition 5.1 have this property. P. Wegener has pointed out that our proof
of Theorem 1.1 generalizes to prove the following.

Theorem 6.1. In a finite real reflection group, two reflection factorizations
of a quasi-Coxeter element lie in the same Hurwitz orbit if and only if they
share the same multiset of conjugacy classes.

Proof sketch. The crucial Corollary 1.4 applies to any element of W . Also,
Bessis’s Theorem from the Introduction, asserting transitivity of the Hurwitz
action for shortest reflection factorization of Coxeter elements, was general-
ized to quasi-Coxeter elements as [BaGRW15, Thm. 1.1]. This implies the
analogue of Corollary 5.2, replacing the word “Coxeter element” by “quasi-
Coxeter element.” Remark 5.4 shows that the conclusion of Lemma 5.3
applies also to every quasi-Coxeter element c, because the quasi-Coxeter
property is easily seen to imply that `T (c) = n. The rest of the proof of
Theorem 1.1 uses only these properties. �

In fact, the quasi-Coxeter property seems to go to the heart of Hurwitz
transitivity for factorizations of arbitrary length. For example, in a Cox-
eter group W having only one reflection conjugacy class, if one is given
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a non-quasi-Coxeter element w, one can choose a reflection factorization
w = t1t2 · · · tm such that W ′ := 〈t1, . . . , tm〉 ( W . Then for any reflection t
in W \W ′, the two factorizations w = t1 · · · tm ·t ·t = t1 · · · tm ·t1 ·t1 of length
m+ 2 use the same multiset of reflection conjugacy classes, but necessarily
lie in different Hurwitz orbits.

6.2. Affine Weyl groups. Note that the crucial Lemma 1.3 holds for the
smallest case of an affine Weyl group, namely, the infinite dihedral groupW∞
of type I2(∞) from Section 4.1. It is also not hard to check that Theorem 1.1
holds verbatim for this group W∞, raising the following question.

Question 6.2. Does Theorem 1.1 hold verbatim for affine Weyl groups?
Other non-finite Coxeter groups?

6.3. Complex reflection groups. As mentioned in the Introduction, Bes-
sis extended his theorem on shortest factorizations from real reflection groups
to well-generated complex reflection groups, where the notion of Coxeter el-
ements still makes sense; see [Bes15]. In fact, all evidence points to the
following verbatim generalization of Theorem 1.1.

Conjecture 6.3. In a well-generated finite complex reflection group, two
reflection factorizations of a Coxeter element lie in the same Hurwitz orbit
if and only if they share the same multiset of conjugacy classes.

We discuss some of the evidence for Conjecture 6.3 here. Just as with
real reflection groups, there is a classification of all finite complex reflection
groups acting irreducibly, due to Shephard and Todd. It contains one infinite
family G(de, e, n) for n, d, e ≥ 1, and 34 exceptional groups. The group
G(de, e, n) consists of all n×n matrices which are monomial (that is, having
exactly one nonzero entry in each row and column) and whose nonzero
entries are deth roots of unity, with their product a dth root of unity.2

Although every real reflection group is well-generated in the sense of
having a generating set consisting of n reflections, this is not true for all
complex reflection groups W acting on Cn. For example, within the in-
finite family G(de, e, n), this fails when d, e, n ≥ 2; only the subfamilies
G(d, 1, n), G(e, e, n) are well-generated.

The first author has verified Conjecture 6.3 via a direct argument in
G(d, 1, n). We have verified it via computer for the factorizations c =
t1t2 · · · tm with m ≤ n + 3 in the following well-generated groups acting
irreducibly on Cn: G(e, e, n) with (n, e) = (3, 3), (3, 4), (3, 5), (3, 6), (4, 3)
and Shephard-Todd’s exceptional types G4,G5,G6,G8.

Regarding proof techniques, one might hope that Lemma 1.3 generalizes
to all well-generated groups. Unfortunately, this is not the case, even in
the infinite family G(d, 1, n). For example, consider W := G(d, 1, 2) with

2This contains as special cases the real types An−1 as G(1, 1, n) (restricted to act on
the hyperplane (1, 1, . . . , 1)⊥), types Bn/Cn as G(2, 1, n), type Dn as G(2, 2, n), and type
I2(m) as G(m,m, 2).
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d > 2, and let ζ be a primitive dth root of unity. The following factorization
w = t1t2t3

w = t1 t2 t3[
ζ2 0
0 ζ−1

]
=

[
0 1
1 0

] [
0 ζ−1

ζ 0

] [
ζ 0
0 1

]
in W is not shortest, as `T (w) = 2. However, one can check that for any
(t′1, t

′
2, t
′
3) within the Hurwitz orbit of (t1, t2, t3), the prefix (t′1, t

′
2) is a short-

est factorization of t′1t
′
2. It is not clear what might replace Lemma 1.3 in a

proof of Conjecture 6.3.
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