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STABILITY AND CONTROLLABILITY OF
THE ELECTROMAGNETO-ELASTIC SYSTEM
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Abstract: We consider the stabilization of the nonstationary electromagneto-elastic

system in a bounded region with a Lipschitz boundary by means of nonlinear boundary

feedbacks. This requires the validity of some stability estimate in the linear case that

may be checked in some particular situations. As a consequence we get an explicit decay

rate of the energy for appropriate feedbacks. By Russell’s principle we further get some

exact controllability results.

1 – Introduction

Let Ω be a bounded domain of R3 with a Lipschitz boundary Γ. In that

domain we consider the non-stationary electromagneto-elastic system with non-

linear boundary conditions:
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∂2t u−∇σ(u) + ξ curlE = 0 in Q := Ω× ]0,+∞[ ,

ε ∂tE − curlH − ξ curl ∂tu = 0 in Q ,

µ∂tH + curlE = 0 in Q ,

div(εE) = div(µH) = 0 in Q ,

H×ν + ξ ∂tu× ν + g1(E×ν)× ν = 0 on Σ := Γ× ]0,+∞[ ,

σ(u) · ν +Au+ g2(∂tu) = 0 on Σ ,

u(0) = u0, ∂tu(0) = u1 in Ω ,

E(0) = E0, H(0) = H0 in Ω .

(1)
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This system models the coupling between Maxwell’s system and the elastic

one [8, 11], in which E(x, t), H(x, t) are the electric and magnetic fields at the

point x ∈ Ω at time t; u(x, t) is the displacement field at the point x ∈ Ω at time t.

ε, µ are the electric permittivity and magnetic permeability, respectively, and are

supposed to be real, positive functions in L∞(Ω). σ(u) = (σij(u))
3
i,j=1 is the stress

tensor given by (here and in the sequel we shall use the summation convention

for repeated indices)

σij(u) = aijkl εkl(u) ,

where ε(u) = (εij(u))
3
i,j=1 is the strain tensor given by

εij(u) =
1

2

(

∂ui
∂xj

+
∂uj
∂xi

)

,

and the tensor (aijkl)i,j,k,l=1,2,3 is made of C2(Ω̄) entries such that

aijkl = ajikl = aklij ,

and satisfying the ellipticity condition

aijkl εij εkl ≥ α εij εij ,(2)

for every symmetric tensor (εij) and some α > 0. Hereabove and below ∇σ(u) is
the vector field defined by

∇σ(u) = (∂jσij(u))
3
i=1 .

As usual ν is the exterior unit normal vector to Γ. The mappings g1, g2 are

assumed to satisfy some standard properties that will be described later on.

Finally A is a positive real number and ξ is a real constant which is the coupling

parameter. Indeed when ξ = 0 the above system decouples into two independent

problems namely the elastodynamic system and Maxwell’s system.

The above system is a particular case of the piezoelectric system of constitutive

equations [8, 11]:

σij = aijkl εkl(u)− ekij Ek ,

Di = εEi + eikl
∂uk
∂xl

,

where ekij are the piezoelectric constants; the equation of motion is given by

(without internal forces)

∂2t ui = ∂jσji ,
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and is completed by Maxwell’s equations

∂tD = curlH , µ ∂tH = − curlE .

In the simplest case, we may take

ekji ∂jEk = ξ(curlE)i , eikl
∂uk
∂xl

= −ξ(curlu)l ,

which yields our system (1).

The controllability of the above system with Dirichlet type boundary condi-

tions (different from the above one) is considered in [13], while to our knowledge

the stability as well as the controllability of the above system by means of Neu-

mann type boundary conditions is not known. Our goal is then to consider the

above problems adapting recent results for Maxwell’s system [14, 23, 7, 25] or the

elastodynamic system [1, 3, 9].

More precisely we first give a necessary and sufficient condition which guaran-

tees the exponential decay of the energy of the solutions of (1) in the case of linear

boundary conditions (i.e. g1(ξ) = g2(ξ) = ξ). This condition is in fact the va-

lidity of a stability estimate called the EE-stability estimate. We secondly check

this stability estimate in some particular cases using the multiplier method. In

a third step we use the so-called Russell’s principle “controllability via stability”

to obtain new controllability results for the above system extending results from

[13]. Finally using Liu’s principle [22] (based on Russell’s principle) and a new

integral inequality from [7] we give sufficient conditions on g1, g2 which lead to an

explicit decay rate of the energy. Note that, contrary to the customary assump-

tion, g2 is not necessarily diagonal (i.e. (g2(ξ))i = g2i(ξi), for some functions g2i),

therefore an approximation scheme by globally Lipschitz functions gk2 preserving

some appropriate properties of g2 is built. The strength of our approach lies in

the fact that the controllability and stability results (with general feedbacks) are

only based on the EE-stability estimate, estimate which may be obtained by dif-

ferent techniques, like the multiplier method [14, 23, 1, 3, 9], microlocal analysis

[26], a conjunction of them [10, 7] or any method entering in a linear framework

(like nonharmonic analysis for instance, see [16]). This approach was successfully

initiated in [25] for Maxwell’s system and is here extended to our system (1).

Note that we obtain new results even for the elastodynamic system since we get

stability results with different decay rates (exponential, polynomial, logarithmic,

...) and non necessarily diagonal feedbacks.
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The schedule of the paper is the following one: Well-posedness of problem (1)

is analyzed in Section 2 under appropriate conditions on g1, g2. Section 3 is first

devoted to the equivalence between exponential stability of (1) by means of linear

boundary feedbacks with the EE-stability estimate. We secondly check the EE-

stability estimate in some particular situations. In Section 4 exact controllability

results are deduced from Russell’s principle. Section 5 is devoted to the stability

results of (1) for general nonlinear feedbacks g1, g2. There the approximation of

a (non globally Lipschitz) mapping by a sequence of globally Lipschitz mappings

is constructed.

2 – Well-posedness of the problem

We start this section with the well-posedness of problem (1) under appropriate

conditions on the mappings g1, g2. At the end we will check the dissipativeness

of (1).

Let us introduce the Hilbert spaces (see e.g. [20, 24, 1])

J(Ω, ε) =
{

E ∈ L2(Ω)3 | div(εE) = 0 in Ω
}

,(3)

H = H1(Ω)3 × L2(Ω)3 × J(Ω, ε)× J(Ω, µ) ,(4)

equipped with the norm induced by the inner product

(E,E′)ε =

∫

Ω
ε(x)E(x) · E ′(x) dx , ∀E,E′ ∈ J(Ω, ε) ,

(

(u, v, E,H), (u′, v′, E′, H ′)
)

H
= (u, u′)1 + (v, v′)0 + (E,E′)ε + (H,H ′)µ ,

∀ (u, v, E,H), (u′, v′, E′, H ′) ∈ H ,

where we have set

(v, v′)0 =

∫

Ω
u(x) · u′(x) dx ,

(v, v′)1 =

∫

Ω
σ(u)(x) : ε(u′)(x) dx + A

∫

Γ
u(x) · u′(x) dσ ,

with the notation

σ(v) : ε(v′) := σij(v) εij(v
′) .
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Now define the (nonlinear) operator A from H into itself as follows:

D(A) =

{

(u, v, E,H) ∈ H | ∇σ(u), curlE, curlH ∈ L2(Ω)3; v ∈ H1(Ω)3;(5)

E×ν, H×ν ∈ L2(Γ)3 satisfying

H×ν + ξ v×ν + g1(E×ν)×ν = 0 on Γ ,(6)

σ(u) · ν +Au+ g2(v) = 0 on Γ

}

.(7)

For all (u, v, E,H) ∈ D(A) we take

A(u, v, E,H) =
(

−v,−∇σ(u) + ξ curlE,−ε−1(curlH + ξ curl v), µ−1 curlE
)

.

In order to give a meaning to the boundary conditions (6) and (7) we require

that gi, i = 1, 2, satisfies

|gi(E)| ≤M(1 + |E|) , ∀E ∈ R3 ,(8)

for some positive constantM . In that case for (u, v, E,H) ∈ D(A), from Section 2

of [2] the property ∇σ(u) ∈ L2(Ω)3 implies that σ(u) · ν belongs to H−1/2(Γ)3.

Since the properties u, v ∈ H1(Ω)3 and (8) satisfied by g2 imply that Au+ g2(v)

belongs to L2(Γ)3, the boundary condition (7) has a meaning (in H−1/2(Γ)3) and

furthermore yields σ(u) ·ν ∈ L2(Γ)3. Similarly the properties of H, v and (8)

satisfied by g1 give a meaning to the boundary condition (6) (as an equality in

L2(Γ)3). In summary both boundary conditions (6) and (7) have to be understood

as an equality in L2(Γ)3.

We now see that formally problem (1) is equivalent to











∂U

∂t
+AU = 0 ,

U(0) = U0 ,

(9)

when U = (u, ∂tu,E,H) and U0 = (u0, u1, E0, H0).

We shall prove that this problem (9) has a unique solution using nonlinear

semigroup theory (see e.g. [28]) by showing that A is a maximal monotone opera-

tor adapting an argument from Section 2 of [25]. But first we show the following

density result.
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Lemma 2.1. If g1(0)=g2(0)=0, the domain of the operator A is dense in H.

Proof: By Lemma 2.3 of [25] PεD(Ω)3×PµD(Ω)3 is dense in J(Ω, ε)×J(Ω, µ)
when Pε is the projection on J(Ω, ε) in L2(Ω)3 endowed with the inner product

(·, ·)ε. Consequently the space D(Ω)3 ×D(Ω)3 × PεD(Ω)3 × PµD(Ω)3 is dense in

H.

The conclusion follows from the inclusion

D(Ω)3 ×D(Ω)3 × PεD(Ω)3 × PµD(Ω)3 ⊂ D(A) ,

consequence of the assumption g1(0) = g2(0) = 0.

Lemma 2.2. For i = 1 or 2 assume that the mapping gi : R3 → R3 is con-
tinuous and satisfies (8) as well as

(gi(E)− gi(F )) · (E − F ) ≥ 0 , ∀E,F ∈ R3 (monotonicity) ,(10)

gi(0) = 0 ,(11)

g1(E) · E ≥ m |E|2 , ∀E ∈ R3 : |E| ≥ 1 ,(12)

for some positive constant m. Then A is a maximal monotone operator.

Proof: We start with the monotonicity: A is monotone if and only if

(AU −AV,U − V )H ≥ 0 , ∀U, V ∈ D(A) .

From the definition of A and the inner product in H, this is equivalent to

(v − v′, u− u′)1 +
(

∇σ(u− u′)− ξ curl(E − E ′), v − v′
)

0
+

+

∫

Ω

{

(E − E′) ·
(

curl(H −H ′) + ξ curl(v − v′)
)}

dx −

−
∫

Ω
curl(E − E′) · (H −H ′) dx ≤ 0 ,

for any (u, v, E,H), (u′, v′, E′, H ′) ∈ D(A). Lemma 2.2 of [25] and Green’s for-

mula yield equivalently

(v − v′, u− u′)1 −
∫

Ω
σ(u− u′) : ε(v − v′) dx +

+ ξ

∫

Ω

{

curl(v − v′) · (E − E′)− curl(E − E ′) · (v − v′)
}

dx +

+

∫

Γ

{

(σ(u− u′) · ν) · (v − v′) + ((E − E′)× ν) · (H −H ′)
}

dσ ≤ 0 ,
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for any (u, v, E,H), (u′, v′, E′, H ′) ∈ D(A). Applying again Green’s formula in

the third term of the above left-hand side and using the definition of the inner

product (·, ·)1, we get equivalently

A

∫

Γ
(v − v′) · (u− u′) dσ − ξ

∫

Γ
(v − v′)× ν · (E − E ′) dσ +

+

∫

Γ

{

(σ(u− u′) · ν) · (v − v′) + ((E − E′)× ν) · (H −H ′)
}

dσ ≤ 0 ,

for any (u, v, E,H), (u′, v′, E′, H ′) ∈ D(A). Using the boundary conditions (6)

and (7), we arrive at

∫

Γ

{(

g1(E×ν)− g1(E′×ν)
)

· (E×ν−E ′×ν)+
(

g2(v)− g2(v)
)

· (v− v′)
}

dσ ≥ 0 ,

for any (u, v, E,H), (u′, v′, E′, H ′) ∈ D(A). We then conclude using the mono-

tonicity assumption (10) on g1 and g2.

Let us now pass to the maximality. This means that for all (f, g, F,G) in H,

we are looking for (u, v, E,H) in D(A) such that

(I +A) (u, v, E,H) = (f, g, F,G) .(13)

From the definition of A, this equivalently means



























u− v = f ,

v −∇σ(u) + ξ curlE = g ,

E − ε−1(curlH + ξ curl v) = F ,

H + µ−1 curlE = G .

(14)

The first and fourth equations allow to eliminate H and u, since they are respec-

tively equivalent to

u = v + f ,(15)

H = G− µ−1 curlE .(16)

Substituting these expressions in the second and third equations yields formally

v −∇σ(v) + ξ curlE = ∇σ(f) + g ,(17)

εE + curl(µ−1 curlE)− ξ curl v = ε F + curlG .(18)

This system in (v,E) will be uniquely defined by adding boundary conditions

on u and E. Indeed using the identities (15) and (16), we see that (6) and (7)
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are formally equivalent to

−µ−1 curlE× ν + ξ v× ν + g1(E×ν)× ν = −G×ν − µ−1 curl f × ν on Γ ,(19)

σ(v) · ν +Av + g2(v) = −σ(f) · ν −Af on Γ .(20)

By formal integration by parts we remark that the variational formulation of

the system (17)–(18) with the boundary conditions (19)–(20) is the following one:

Find (v,E) ∈ V such that

a
(

(v,E), (v′, E′)
)

= F (v′, E′) , ∀ (v′, E′) ∈ V ,(21)

where the Hilbert space V is given by V = H1(Ω)3 ×Wε when Wε is defined by

Wε =
{

E ∈ L2(Ω)3 | curlE ∈ L2(Ω)3, div(εE) ∈ L2(Ω) and E×ν ∈ L2(Γ)3
}

,

with the norm

‖E‖2Wε
=

∫

Ω

(

|E|2 + | curlE|2 + | div(εE)|2
)

dx +

∫

Γ
|E × ν|2 dσ ,

the form a is defined by

a
(

(v,E), (v′, E′)
)

=

∫

Ω

{

σ(v) : ε(v′) + v · v′
}

dx

+

∫

Ω

{

µ−1 curlE · curlE ′ + εE ·E′+ s div(εE) div(εE′)
}

dx

+ ξ

∫

Ω

{

E · curl v′ − E′ · curl v
}

dx

+

∫

Γ

{

g1(E × ν) · E′× ν + g2(v) · v′ +Av · v′
}

dσ

− ξ

∫

Γ

{

(v × ν) · E′ + (E × ν) · v
}

dσ ,

s > 0 being a parameter appropriately chosen later on. Finally the form F is

defined by

F (v′, E′) =

∫

Ω

{

g · v′ − σ(f) : ε(v′) + ε F · E′ +G · curlE′
}

dx − A

∫

Γ
f · v′ dσ .

Let us now introduce the mapping

A : V → V ′ : (v,E)→ A(v,E) ,

where A(v,E)((v′, E′)) = a((v,E), (v′, E′)). As F belongs to V ′, the solvability

of (21) is equivalent to the surjectivity of A. For that purpose we make use of
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Corollary 2.2 of [28] which proves that A is surjective if A is monotone, hemi-

continuous, bounded and coercive, properties that we now check.

From the monotonicity of g1 and g2, we directly see that A is monotone.

Moreover the continuity of g1 and g2 leads to the hemicontinuity of A while the

property (8) of g1 and g2 implies the boundedness of A. It then remains to show

that A is coercive, i.e.,

A(v,E)((v,E))

‖(v,E)‖V
=
a((v,E), (v,E))

‖(v,E)‖V
→ +∞ as ‖(v,E)‖V → +∞ .(22)

For a fixed E ∈ L2(Ω)3 we set

Γ+E =
{

x ∈ Γ: |(E × ν)(x)| > 1
}

, Γ−
E =

{

x ∈ Γ: |(E × ν)(x)| ≤ 1
}

.

The properties of g1 and g2 imply that

a
(

(v,E), (v,E)
)

≥
∫

Ω

{

σ(v) : ε(v) + |v|2
}

dx

+

∫

Ω

{

µ−1| curlE|2 + ε |E|2 + s| div(εE)|2
}

dx

+ m

∫

Γ+
E

|E × ν|2 dσ .

Moreover from the definition of Γ−
E , the ellipticity assumption (2) and Korn’s

inequality, there exists c > 0 such that

‖(v,E)‖2V ≤ c

∫

Ω

{

σ(v) : ε(v) + |v|2
}

dx

+

∫

Ω

(

|E|2 + | curlE|2 + | div(εE)|2
)

dx +

∫

Γ+
E

|E × ν|2dσ + |Γ| .

These two inequalities show that there exists a positive contant β (independent

on v and E) such that

a
(

(v,E), (v,E)
)

≥ β
(

‖(v,E)‖2V − |Γ|
)

.

This leads to (22).

At this stage we need to show that the solution (v,E) ∈ V of (21) and u, H

given respectively by (15), (16) are such that (u, v, E,H) belongs to D(A) and

satisfies (13) (or equivalently (14)). We first show that εE is divergence free by

taking test functions v′ = 0 and E′ = ∇φ with φ ∈ D(∆Dir
ε ), where D(∆Dir

ε ) is

the domain of the operator ∆Dir
ε with Dirichlet boundary conditions defined by

D(∆Dir
ε ) =

{

φ ∈
◦
H
1
(Ω) | ∆εφ := div(ε∇φ) ∈ L2(Ω)

}

,

∆Dir
ε φ = ∆εφ , ∀φ ∈ D(∆Dir

ε ) .
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In that case (21) becomes (the boundary terms disappear since φ and v ′ are equal

to zero on Γ)

∫

Ω

{

εE · ∇φ+ s div(εE)∆εφ
}

dx =

∫

Ω
ε F ·∇φ dx , ∀φ ∈ D(∆Dir

ε ) .

Since εE and ε F have a divergence in L2(Ω), by Green’s formula in the above

left-hand side and right-hand side (allowed since φ is in H1(Ω), see for instance

[2]), we obtain

∫

Ω
div(εE) {φ+ s∆εφ} dx = 0 , ∀φ ∈ D(∆Dir

ε ) ,

since ε F is divergence free. Taking s > 0 such that −s−1 is not an eigenvalue of

∆Dir
ε (always possible since ∆Dir

ε is a negative selfadjoint operator with a discrete

spectrum), we conclude that

div(εE) = 0 in Ω .

Using this fact and the identities (15) and (16), we see that (21) is equivalent

to
∫

Ω

{

σ(u) : ε(v′) + v · v′
}

dx +

∫

Ω

{

−H · curlE′ + εE · E′
}

dx +

+ ξ

∫

Ω

{

E · curl v′− E′ · curl v} dx+

∫

Γ

{

g1(E×ν)·E′×ν + g2(v)·v′+Au·v′
}

dσ

− ξ

∫

Γ

{

(v×ν) · E′ + (E×ν) · v′
}

dσ =

∫

Ω

{

g · v′ + ε F ·E′
}

dx , ∀ (v′, E′)∈V.

First taking test functions v′ in D(Ω)3 and E′ = 0, we get

∇σ(u) + v + ξ curlE = g in D′(Ω) .

This implies the second identity in (14) as well as the regularity ∇σ(u) ∈ L2(Ω)3
(from the fact that v, curlE as well as g belongs to that space).

Second we take test functions v′= 0 and E′= Pεχ with χ ∈ D(Ω)3 by Lemma

2.3 of [25] we get

εE − curlH − ξ curl v = ε F in D′(Ω) ,

since one readily checks that

∫

Ω
Pεχ · curl v dx =

∫

Ω
χ · curl v dx .
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This means that the third identity in (14) holds as well as the regularity curlH ∈
L2(Ω).

Thirdly taking test functions v′ ∈ H1(Ω)3 and E′ = Pεχ with χ ∈ C∞(Ω̄)3

by the property curlPεχ = curlχ (see Remark 2.4 of [25]) and Green’s formula

(see Section 2 of [2] and Lemma 2.2 of [25]), we get

〈σ(u)·ν, v′〉 −
∫

Γ
(H×ν) · E ′ dσ + ξ

∫

Γ
(E×ν) · v′ dσ

+

∫

Γ

{

g1(E×ν) · E′×ν + g2(v) · v′ +Au · v′
}

dσ

− ξ

∫

Γ

{

(v×ν) · E′ + (E×ν) · v′
}

dσ = 0 ,

where 〈·, ·〉 means here the duality bracket between H−1/2(Γ)3 and H−1/2(Γ)3.

Since E′×ν = Pεχ× ν = χ×ν on Γ (cf. Remark 2.4 of [25]) the above identity

is equivalent to

〈σ(u)·ν, v′〉 −
∫

Γ
(H×ν) · χ dσ + ξ

∫

Γ
(E×ν) · v′ dσ

+

∫

Γ

{

−g1(E×ν)× ν · χ+ g2(v) · v′ +Au · v′
}

dσ

− ξ

∫

Γ

{

(v×ν) · χ+ (E×ν) · v′
}

dσ = 0 .

This leads to the boundary conditions (6) and (7) since v′ (resp. χ) was arbitrary

in H1(Ω)3 (resp. in C∞(Ω̄)3) whose trace belongs to a dense subspace of L2(Γ)3.

Finally from (16) and the fact that µG is divergence free, µH is also divergence

free.

Nonlinear semigroup theory [28] allows to conclude the following existence

results:

Corollary 2.3. If g1 and g2 satisfy the assumptions of Lemma 2.2, for all

(u0, u1, E0, H0) ∈ H, the problem (1) admits a unique (weak) solution (u,E,H)

satisfying (u, ∂tu,E,H) ∈ C(R+,H), or equivalently u ∈ C1(R+, L2(Ω)3) ∩
C(R+, H1(Ω)3), E ∈ C(R+, J(Ω, ε)) and H ∈ C(R+, J(Ω, µ)). If moreover

(u0, u1, E0, H0) belongs to D(A), the problem (1) admits a unique (strong)

solution (u,E,H) satisfying (u, ∂tu,E,H) ∈ W 1,∞(R+,H) ∩ L∞(R+, D(A)),

or equivalently satisfying u ∈W 2,∞(R+, L2(Ω)3) ∩W 1,∞(R+, H1(Ω)3) ∩
L∞(R+, DE(Ω)), E∈W 1,∞(R+, J(Ω, ε))∩L∞(R+,Wε), H∈W 1,∞(R+, J(Ω, µ))∩
L∞(R+,Wµ), and satisfying (6)–(7) for a.e. t, where the space DE(Ω) is defined

by

DE(Ω) :=
{

u ∈ H1(Ω) | ∇σ(u) ∈ L2(Ω)3
}

.
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Remark 2.4. If we assume that g2 is globally Lipschitz, then for (u, v, E,H)

in D(A), the regularities u ∈ H1(Ω)3 and v ∈ H1(Ω)3 imply that Au + g2(v)

belongs to H1/2(Γ)3. Consequently from the boundary condition (7) one gets

σ(u) · ν ∈ H1/2(Γ)3 .

For a smooth boundary Γ (C2 is sufficient), standard regularity results (see for

instance [6]) imply that

u ∈ H2(Ω)3 .

If Ω is a Lipschitz polyhedron, in the sense that Ω is a bounded, simply con-

nected Lipschitz domain with piecewise plane boundary, and if the tensor (aijkl)

corresponds to the Lamé system, then the results of [17] yields

u ∈ H3/2+δ(Ω)3 ,

for some δ > 0 small enough. In both cases we actually have the continuous

embedding

{

u ∈ H1(Ω) | ∇σ(u) ∈ L2(Ω)3 and σ(u)·ν ∈ H1/2(Γ)3
}

↪→ H3/2+δ(Ω)3 ,(23)

for some δ > 0. Under this assumption the strong solution (u,E,H) satisfies

u ∈ L∞(R+, H3/2+δ(Ω)3) .

This regularity result will be used in Section 5 as a sufficient condition for the

application of Liu’s principle.

We finish this section by showing the dissipativeness of our system.

Lemma 2.5. If g1 and g2 satisfy the assumptions of Lemma 2.2, then the

energy

E(t) =
1

2

∫

Ω

(

|∂tu(x, t)|2 + σ(u)(x, t) : ε(u)(x, t)
)

dx(24)

+
A

2

∫

Γ
|u(x, t)|2 dσ(x)

+
1

2

∫

Ω

(

ε(x) |E(x, t)|2 + µ(x) |H(x, t)|2
)

dx
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is non-increasing. Moreover for (u0, u1, E0, H0) ∈ D(A), we have for all 0 ≤ S <

T <∞

E(S)− E(T ) =
∫ T

S

∫

Γ

{

g1(E(t)× ν) · E(t)× ν + g2(u
′(t)) · u′(t)

}

dσ dt ,(25)

and for all t ≥ 0

E ′(t) = −
∫

Γ

{

g1(E(t)× ν) · E(t)× ν + g2(u
′(t)) · u′(t)

}

dσ .(26)

Proof: SinceD(A) is dense inH it suffices to show (26). For (u0, u1, E0, H0) ∈
D(A), from the regularity of u,E,H, we have

E ′(t) =

∫

Ω

{

∂2t u · ∂tu+ σ(u) : ε(∂tu)
}

dx + A

∫

Γ
∂tu · u dσ

+

∫

Ω

{

εE · ∂tE + µH · ∂tH
}

dx .

By (1), we get

E ′(t) =

∫

Ω

{

∂tu ·
(

∇σ(u)− ξ curlE
)

+ σ(u) : ε(∂tu)
}

dx + A

∫

Γ
∂tu · u dσ

+

∫

Ω

{

E · (curlH + ξ curl ∂tu)−H · curlE
}

dx

= −
(

A
(

u(t), ∂tu(t), E(t), H(t)
)

,
(

u(t), ∂tu(t), E(t), H(t)
)

)

H
.

We conclude by Lemma 2.2.

3 – Exponential stability in the linear case

Let us start with the following definition.

Definition 3.1. We say that Ω satisfies the EE-stability estimate if there

exist T > 0 and two non negative constants C1, C2 (which may depend on T )

with C1< T such that

∫ T

0
E(t) dt ≤ C1 E(0) + C2

∫ T

0

∫

Γ

(

|u′(t)|2 + |E(t)× ν|2
)

dσ dt ,(27)

for all solution (u,E,H) of (1) with g1(ξ) = g2(ξ) = ξ.
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We now show that the EE-stability estimate is a necessary and sufficient

condition for the exponential stability with linear feedbacks.

Theorem 3.2. Ω satisfies the EE-stability estimate if and only if there exist

two positive constants M and ω such that

E(t) ≤Me−ωt E(0) ,(28)

for all solution (u,E,H) of (1) with g1(ξ) = g2(ξ) = ξ.

Proof: As in Lemma 3.2 of [25] we prove that the EE-stability estimate is

equivalent to the so-called observability estimate

E(T ) ≤ C

∫ T

0

∫

Γ

(

|u′(t)|2 + |E(t)× ν|2
)

dσ dt ,

for some positive constant C (which may depend on T ). This estimate, the

identity (25) of Lemma 2.5 and standard arguments about uniform stabilization

of hyperbolic system (see for instance [27, 25]) yield the conclusion.

Using the so-called multiplier method we give examples of domains satisfying

the EE-stability estimate for some particular coefficients aijkl and ε, µ.

Theorem 3.3. Assume that Ω is a bounded, simply connected Lipschitz

domain with a C2-boundary and that Ω is strictly star-shaped with respect to

the origin. Suppose further that the coefficients ε, µ and aijkl are constants in

the whole domain Ω. Then Ω satisfies the EE-stability estimate.

Proof: It suffices to show that the estimate (27) holds for any strong solution

(u,E,H) of (1) with g1(ξ) = g2(ξ) = ξ and appropriate constants T,C1, C2.

We take the standard multiplier m(x) = x and prove that the following iden-

tity holds for all T ≥ 0:

∫ T

0
E(t) dt = I1+ I2 + ξ

[
∫

Ω
(m·∇)u ·H dx

]T

0
(29)

−
[
∫

Ω

(

(m·∇)u+ u
)

· ∂tu dx
]T

0
,
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where we have set

I1 =
1

2

∫

ΣT

{

m · ν
(

ε |E|2 + µ |H|2
)

− 2 ε(m · E) (E · ν)

− 2µ(m ·H) (H · ν)− 2 ξ µ(H · ν)m · ∂tu
}

dσ dt ,

I2 =
1

2

∫

ΣT

{

2
(

(m · ∇)u+ u
)

· (σ(u) · ν)

+ m · ν
(

|∂tu|2 − σ(u) : ε(u)
)

+A|u|2
}

dσ dt .

Indeed starting from the identity (consequence of (1))

0 =

∫

QT

{

(

(m · ∇)u+ u
)

·
(

∂2t u−∇σ(u) + ξ curlE
)

+ µ(m×H) · (ε ∂tE − curlH − ξ curl ∂tu)

+
(

ε(E ×m)− ξ
(

(m · ∇)u+ u
))

· (µ∂tH + curlE)

}

dx dt

and using some Green’s formulas we arrive at (29) as in [1, 25].

We have now to estimate each term of the right-hand side of (29). For the

estimation of I1 we remark that (see Lemma 8.21 of [15])

m·ν (ε|E|2+ µ|H|2)− 2 ε(m·E) (E ·ν)− 2µ(m·H) (H ·ν)− 2 ξ µ(H ·ν)m · ∂tu ≤

≤ (m·ν)
{

ε |Eτ |2 + µ |Hτ |2
}

+ ε
(mτ · Eτ )

2

(m · ν)2 + µ
(mτ ·Hτ + ξ m · ∂tu)2

(m · ν)2 on ΣT .

where mτ = m − (m · ν) ν denotes the tangent component of m. Consequently

using the boundary condition in (1) there exists a positive constant C3 such that

I1 ≤ C3

∫

ΣT

{

|E × ν|2 + ξ2 |∂tu|2
}

dσ dt .(30)

Following the arguments of [3] (since the second boundary condition is the

same than for the elasticity system) we can show that there exists a positive

constant C4 (depending on Ω and the constant α in (2)) such that

I2 ≤ C4

(

E(0) +
∫

ΣT

{

|u|2 + |∂tu|2
}

dσ dt

)

.

By Lemma 3.4 below we conclude that for all θ > 0 there exists a constant

C(θ) > 0 (which does not depend on T but depends on θ, the domain, the

coefficients aijkl, µ and ξ) such that

I2 ≤
(

C4 + C(θ)
)

E(0) + C4

∫

ΣT

|∂tu|2 dσ dt + θ

∫ T

0
E(t) dt .(31)
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Finally Cauchy–Schwarz’s inequality, the definition of the energy and since the

energy is non-increasing we get
∣

∣

∣

∣

∣

ξ

[
∫

Ω
(m·∇)u ·H dx

]T

0
−
[
∫

Ω

(

(m·∇)u+ u
)

· ∂tu dx
]T

0

∣

∣

∣

∣

∣

≤ C5 E(0) ,(32)

for some positive constant C5 independent of T .

The estimates (30), (31) and (32) in (29) yields for all θ > 0 a constant

C(θ) > 0 (which does not depend on T but depends on θ, the domain, the

coefficients aijkl, µ and ξ) such that
∫ T

0
E(t) dt ≤ C(θ)

(

E(0) +
∫

ΣT

{

|E×ν|2 + ξ |∂tu|2
}

dσ dt

)

+ θ

∫ T

0
E(t) dt .(33)

Taking θ < 1 we arrive at the estimate (27).

Lemma 3.4. Let (u,E,H) be a strong solution of (1) with g1(ξ) = g2(ξ) = ξ.

Then for all θ > 0 there exists a constant C(θ) > 0 (which does not depend on

T but depends on θ, the domain, the coefficients aijkl, µ and the parameter ξ)

such that
∫

ΣT

|u|2 dσ dt ≤ C(θ) E(0) + θ

∫ T

0
E(t) dt .(34)

Proof: As in [5] for each t ≥ 0 we consider the solution z (depending on t)

of
{

∇σ(z) = 0 in Ω ,

z = u on Γ .
(35)

This solution is characterized by z = w + u where w ∈ H1
0 (Ω)

3 is the unique

solution of
∫

Ω
σ(w) : ε(v) dx = −

∫

Ω
σ(u) : ε(v) dx , ∀ v ∈ H1

0 (Ω)
3 .

This identity implies that
∫

Ω
σ(z) : ε(u) dx =

∫

Ω
σ(z) : ε(z) dx ≥ 0 .(36)

Moreover the ellipticity assumption (2) and Korn’s inequality yield a positive

constant C6 such that
∫

Ω
|z|2 dx ≤ C6

∫

Γ
|u|2 dσ ≤ 2C6

A
E(t) ,(37)

∫

Ω
|∂tz|2 dx ≤ C6

∫

Γ
|∂tu|2 dσ ≤ −C6 E ′(t) ,(38)

this last estimate coming from the identity (26).
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Now multiplying the first identity of (1) by z and integrating on QT we get

∫

QT

z ·
(

∂2t u−∇σ(u) + ξ curlE
)

dx dt = 0 .

By Green’s formula we obtain

∫

QT

(

z · ∂2t u+ σ(u) : ε(z) + ξ z · curlE
)

dx dt −
∫

ΣT

z · (σ(u) · ν) dσ dt = 0 .

Using the second boundary condition in (1) and the boundary condition in (35),

we obtain

A

∫

ΣT

|u|2 dσ dt = −
∫

ΣT

u·∂tu dσ dt−
∫

QT

(

z ·∂2t u+ σ(u) :ε(z) + ξz · curlE
)

dx dt .

Owing to (36) we arrive at

A

∫

ΣT

|u|2 dσ dt ≤ −
∫

ΣT

u · ∂tu dσ dt −
∫

QT

z · (∂2t u+ ξ curlE) dx dt .

The third equation of (1) then leads to

A

∫

ΣT

|u|2 dσ dt ≤ −
∫

ΣT

u · ∂tu dσ dt −
∫

QT

z · (∂2t u− ξ µ ∂tH) dx dt .

Integrating by parts in t we finally have

A

∫

ΣT

|u|2 dσ dt ≤ −
∫

ΣT

u · ∂tu dσ dt(39)

+

∫

QT

∂tz · (∂tu− ξ µH) dx dt

−
[
∫

Ω
z · (∂tu− ξ µH) dx

]T

0
.

It remains to estimate each term of this right-hand side. For the first term

applying successively Cauchy–Schwarz’s inequality, Young’s inequality (ab ≤
θa2 + b2

4 θ for all θ > 0 and all real numbers a, b) and the identity (26) we may

write
∣

∣

∣

∣

∫

ΣT

u · ∂tu dσ dt
∣

∣

∣

∣

≤ A

2

∫

ΣT

|u|2 dσ dt + 1

2A

∫

ΣT

|∂tu|2 dσ dt

≤ A

2

∫

ΣT

|u|2 dσ dt − 1

2A

∫ T

0
E ′(t) dt .
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Since the energy is non-negative, we arrive at

∣

∣

∣

∣

∫

ΣT

u · ∂tu dσ dt
∣

∣

∣

∣

≤ A

2

∫

ΣT

|u|2 dσ dt + 1

2A
E(0) .(40)

For the second term we use successively Cauchy–Schwarz’s inequality, Young’s

inequality, the estimate (38) and the definition of the energy to get for all θ > 0

∣

∣

∣

∣

∫

QT

∂tz · (∂tu− ξ µH) dx dt

∣

∣

∣

∣

≤ 1

4 θ

∫

QT

|∂tz|2 dx dt + θ

∫

QT

|∂tu− ξ µH|2 dx dt

≤ −C6
4 θ

∫ T

0
E ′(t) dt + (1 + ξ2µ) θ

∫ T

0
E(t) dt .

Changing θ into (1 + ξ2µ) θ we conclude for all θ > 0 that

∣

∣

∣

∣

∫

QT

∂tz · (∂tu− ξ µH) dx dt

∣

∣

∣

∣

≤ C7
θ
E(0) + θ

∫ T

0
E(t) dt ,(41)

for some positive constant C7 (depending on the domain, the coefficients aijkl, µ

and the parameter ξ).

For the third term the application of Cauchy–Schwarz’s inequality, the esti-

mate (37) and the definition of the energy directly get C8 > 0 (with the same

dependance as above) such that

∣

∣

∣

∣

∣

[
∫

Ω
z · (∂tu− ξ µH) dx

]T

0

∣

∣

∣

∣

∣

≤ C8
(

E(0) + E(T )
)

≤ 2C8 E(0)(42)

since the energy is non-decreasing.

The estimates (40) to (42) into the estimate (39) yields the conclusion.

Remark 3.5. Extension of these results to the case of a nonsmooth boundary

or piecewise constant coefficients can be obtained using the ideas from [13, 25].

4 – Exact controllability results

Using the exponential decay in the linear case and Russell’s principle we de-

duce the exact controllability of our electromagneto-elastic system extending pre-

vious results from [13]. More precisely for all (u0, u1, E0, H0) ∈ H, we are looking

for a time T > 0 and controls J1, J2 ∈ L2(Γ × ]0, T [)3 such that the solution
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(u,E,H) of



































































∂2t u−∇σ(u) + ξ curlE = 0 in QT := Ω× ]0, T [ ,

ε ∂tE − curlH − ξ curl ∂tu = 0 in QT ,

µ∂tH + curlE = 0 in QT ,

div(εE) = div(µH) = 0 in QT ,

H×ν − ξ ∂tu× ν = J1 on ΣT := Γ× ]0, T [ ,

σ(u) · ν +Au = J2 on ΣT ,

u(0) = u0, ∂tu(0) = u1, E(0) = E0, H(0) = H0 in Ω ,

(43)

satisfies

u(T ) = ∂tu(T ) = E(T ) = H(T ) = 0 .(44)

Theorem 4.1. If Ω satisfies the EE-stability estimate, then for T > 0 suffi-

ciently large, for all (E0, H0) ∈ H there exist controls J1, J2 ∈ L2(ΣT )
3 satisfying

J1 · ν = 0 on ΣT ,(45)

such that the solution (u, ∂tu,E,H) ∈ C([0, T ],H) of (43) is at rest a time T ,

i.e., satisfies (44).

Proof: The proof is quite standard [4, 12, 18, 19, 21], we give it for the sake

of completeness. Moreover for further purposes we prefer to solve the inverse

problem: Given (y0, y1, P0, Q0) in H, we are looking for K1,K2 ∈ L2(ΣT )
3 where

K1 satisfies (45) and such that the solution (y, ∂ty, P,Q) ∈ C([0, T ],H) of



































































∂2t y −∇σ(y) + ξ curlP = 0 in QT ,

ε ∂tP − curlQ− ξ curl ∂ty = 0 in QT ,

µ∂tQ+ curlP = 0 in QT ,

div(ε P ) = div(µQ) = 0 in QT ,

Q×ν + ξ ∂ty× ν = K1 on ΣT ,

σ(y) · ν +Ay = K2 on ΣT ,

y(T ) = y0, ∂ty(T ) = y0, P (T ) = P0, Q(T ) = Q0 in Ω ,

(46)

satisfies

y(0) = ∂ty(0) = P (0) = H(0) = 0 .(47)
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If the above problem has a solution the conclusion follows by setting

u(t) = −y(T − t) , E(t) = −P (T − t) , H(t) = Q(T − t) .

We solve problem (46) and (47), using a backward and an inward electro-

magneto-elastic system with linear boundary conditions: First given (v0, v1, F0, I0)

in H, we consider (v, ∂tv, F, I) ∈ C([0, T ],H) the unique solution of



































































∂2t v −∇σ(v) + ξ curlF = 0 in QT ,

ε ∂tF − curl I − ξ curl ∂tv = 0 in QT ,

µ∂tI + curlF = 0 in QT ,

div(εF ) = div(µI) = 0 in QT ,

I×ν + ξ ∂tv× ν − (F×ν)× ν = 0 on ΣT ,

σ(v) · ν +Av − ∂tv = 0 on ΣT ,

v(T ) = v0, ∂tv(0) = v1, F (T ) = F0, I(T ) = I0 in Ω .

(48)

Its existence following from Corollary 2.3 by setting ũ(t) = −v(T − t), Ẽ(t) =

−F (T−t) and H̃(t)=I(T−t). Moreover applying Theorem 3.2 to (ũ(t),Ẽ(t),H̃(t))

its energy is exponentially stable, i.e.,

E
(

v(t), ∂tv(t), F (t), I(t)
)

≤ M e−ω(T−t) E(v0, v1, F0, I0) ,(49)

where E(v(t), ∂tv(t), F (t), I(t)) is the expression (24) when u, ∂tu, E, H are

respectivelly replaced by v, ∂tv, F, I.

Second we consider (w, ∂tw,G, J) ∈ C([0, T ],H) the unique solution of

(whose existence and uniqueness still follow from Corollary 2.3)



































































∂2tw −∇σ(w) + ξ curlG = 0 in QT ,

ε ∂tG− curl J − ξ curl ∂tw = 0 in QT ,

µ∂tJ + curlG = 0 in QT ,

div(εG) = div(µJ) = 0 in QT ,

J×ν + ξ ∂tw× ν + (G×ν)× ν = 0 on ΣT ,

σ(w) · ν +Aw + ∂tw = 0 on ΣT ,

w(0) = v(0), ∂tw(0) = ∂tv(0), G(0) = F (0), J(0) = I(0) in Ω .

(50)
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We now take y = w−v, P = G−F and Q = J−I. From (48) and (50), (y, P,Q)

satisfies (46) with

K1 = −(G×ν)× ν − (F×ν)× ν ,(51)

K2 = −∂tw − ∂tv .(52)

Let us further consider the mapping Λ from H to H defined by

Λ((v0, v1, F0, I0)) = (w(T ), ∂tw(T ), G(T ), J(T )) .

For T > 0 such that d := Me−ωT < 1, the mapping Λ − I is invertible since

‖Λ‖L(H,H) =
√
d. Indeed using successively the definition of Λ, Lemma 2.5, the

initial conditions of problem (50) and the estimate (49) we get

‖Λ((v0, v1, F0, I0))‖2H = 2 E(w(t), ∂tw,G(T ), J(T ))
≤ 2 E(w(0), , ∂tw(0), G(0), J(0))
≤ 2 E(v(0), ∂tv(0), F (0), I(0))
≤ 2Me−ωTE(v0, v1, F0, I0)
= d ‖(v0, v1, F0, I0)‖2H .

Since Λ − I is invertible for any (y0, y1, P0, Q0) ∈ H, there exists a unique

(v0, v1, F0, I0) ∈ H such that

(y0, y1, P0, Q0) = (Λ− I) (v0, v1, F0, I0) .(53)

This means that given an initial datum (y0, y1, P0, Q0) ∈ H for problem (46),

there exists a unique initial datum (v0, v1, F0, I0) ∈ H for problem (48), which

allows to build (v, F, I) solution of this last problem, (w,G, J) solution of problem

(50) and finally (y, P,Q) = (v, F, I) − (w,G, J) solution of (46)–(47) (with final

datum in accordance with (53)).

We complete the proof by showing that K1 and K2 belong to L2(ΣT )
3.

For that purpose, we remark that Lemma 2.5 (identity (25) applied to (ũ, Ẽ, H̃)

and (w,G, J)) yields

E(v(T ), ∂tv(T ), F (T ), I(T )) − E(v(0), ∂tv(0), F (0), I(0)) =

=

∫

ΣT

{

|F (t)× ν|2 + |∂tv(t)|2
}

dσ dt ,

E(w(0), ∂tw(0), G(0), J(0)) − E(w(T ), ∂tw(T ), G(T ), J(T )) =

=

∫

ΣT

{

|G(t)× ν|2 + |∂tw(t)|2
}

dσ dt .
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Summing these two identities and using the initial conditions of problem (50),

the final conditions of (48) and the definition of Λ, we obtain
∫

ΣT

{

|F × ν|2 + |G× ν|2 + |∂tv(t)|2 + |∂tw(t)|2
}

dσ dt =

= E(v(T ), ∂tv(T ), F (T ), I(T ))− E(w(T ), ∂tw(T ), G(T ), J(T ))

≤ 1

2
‖(v0, v1, F0, I0)‖2H .

Using the identity (53) and the boundedness of (I −Λ)−1 we finally arrive at the

estimate
∫

ΣT

{

|F × ν|2 + |G× ν|2 + |∂tv(t)|2 + |∂tw(t)|2
}

dσ dt ≤(54)

≤ 1

2
‖(I−Λ)−1(y0, y1, P0, Q0)‖2H

≤ 1

2(1−
√
d)2

‖(y0, y1, P0, Q0)‖2H .

This proves that K1 (resp. K2) given by (51) (resp. (52)) belongs to L2(ΣT )
3.

5 – Stability in the nonlinear case

Here we use Liu’s principle, a new integral inequality and an adequate approx-

imated scheme of g2 by globally Lipschitz functions gk2 preserving the properties

of g2 to deduce decay rates of the energy for nonlinear feedbacks g1, g2.

We first recall the integral inequality obtained similarly to Theorem 9.1 of [15]

and proved in detail in [7].

Theorem 5.1. Let E : [0,+∞)→ [0,+∞) be a non-increasing mapping

satisfying
∫ ∞

S
φ(E(t)) dt ≤ T E(S) , ∀S ≥ 0 ,(55)

for some T > 0 and some strictly increasing convex mapping φ from [0,+∞) to

[0,+∞) such that φ(0) = 0. Then there exist t1 > 0 and c1 depending on T and

E(0) such that
E(t) ≤ φ−1

(

ψ−1(c1 t)

c1 T t

)

, ∀ t ≥ t1 ,(56)

where ψ is defined by

ψ(t) =

∫ 1

t

1

φ(t)
dt , ∀ t > 0 .(57)
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We now give the consequence of this result to our electromagneto-elastic sys-

tem.

Theorem 5.2. Assume that g1 and g2 satisfies the assumptions of Lemma

2.2, as well as

|E|2 + |gi(E)|2 ≤ G(gi(E) · E) , ∀ |E| ≤ 1, i = 1, 2 ,(58)

for some concave strictly increasing function G : [0,∞)→ [0,∞) such that

G(0) = 0. Suppose further that g2 satisfies (12). If Ω satisfies the EE-stability

estimate and if the embedding (23) holds for some δ > 0 (see Remark 2.4 for

sufficient conditions which guarantee this embedding), then there exist c2, c3 > 0

and T1 > 0 (depending on T , E(0) and |Γ|) such that

E(t) ≤ c3G

(

ψ−1(c2 t)

c2 T 2 |Γ| t

)

, ∀ t ≥ T1 ,(59)

for all solution (u(t), E(t), H(t)) of (1), where ψ is given by (57) for φ defined by

φ(s) = T |Γ|G−1
(

s

c3

)

,(60)

Proof: First we prove the theorem under the additional hypothesis that g2 is

globally Lipschitz continuous. This assumption will be removed at the end using

an approximation scheme (cf. Lemma 5.5).

Thanks to Lemma 2.1 it suffices to prove (59) for data in D(A). In that

case let (u,E,H) be the solution of (1) and consider (y, P,Q) the solution of

problem (46) and (47) with y(T ) = u(T ), ∂ty(T ) = ∂tu(T ), P (T ) = E(T ) and

Q(T ) = H(T ) with T > 0 sufficiently large (whose existence was est ablished in

Theorem 4.1). By (1) and (46) we may write (this identity is meaningful thanks

to Remark 2.4)

0 =

∫

QT

{

∂ty ·
(

∂2t u−∇σ(u) + ξ curlE
)

+ ∂tu ·
(

∂2t y −∇σ(y) + ξ curlP
)

+ ε P ·
(

∂tE − ε−1(curlH + ξ curl ∂tu)
)

+ µQ · (∂tH + µ−1 curlE)

+ εE ·
(

∂tP − ε−1(curlQ+ ξ curl ∂ty)
)

+ µH · (∂tQ+ µ−1 curlP )

}

dx dt .
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By Green’s formula (integration by parts in x, cf. Lemma 2.2 of [25]) this identity

becomes

0 =

∫

QT

{

∂ty · ∂2t u+ ∂tu · ∂2t y + ε(P ·∂tE + E ·∂tP )

+ µ(Q·∂tH +H ·∂tQ) + σ(u) :ε(∂ty) + σ(y) :ε(∂tu)
}

dx dt

−
∫

ΣT

{

(σ(u)·ν) · (∂ty) + (σ(y)·ν) · (∂tu)
}

dσ dt

+

∫

ΣT

{

(H×ν) · P + (Q×ν) · E + ξ
(

(∂ty × ν) · E) + (∂tu× ν) · P
)}

dσ dt .

Using the boundary conditions in (1) and (46), we get

0 =

∫

QT

∂t
{

y ·∂tu+ ε P ·E + µQ·H + σ(u) :ε(y)
}

dx dt

+

∫

ΣT

A∂t{y · u} dσ dt

+

∫

ΣT

{

∂ty · g2(∂tu)− ∂tu ·K2 − P ·
(

g1(E×ν)× ν
)

+ E ·K1
}

dσ dt .

Now integration by parts in t and taking into account the initial/final conditions

in (1) and (46), we obtain

E(T ) = −1

2

∫

ΣT

{

∂tu ·K2 − ∂ty · g2(∂tu)− (P×ν) · g1(E×ν)− E ·K1
}

dσ dt .

Cauchy–Schwarz’s inequality in R3 and the property (45) satisfied by K1 yield

E(T ) ≤ 1

2

∫

ΣT

{

|∂tu| |K2|+ |∂ty| |g2(∂tu)|+ |P×ν| |g1(E×ν)|+ |E×ν| |K1|
}

dσ dt .

Now Cauchy–Schwarz’s inequality in L2(ΣT ) yields

E(T ) ≤
(
∫

ΣT

|∂tu|2 dσ dt
)1/2 (∫

ΣT

|K2|2 dσ dt
)1/2

(61)

+

(
∫

ΣT

|∂ty|2 dσ dt
)1/2 (∫

ΣT

|g2(∂tu)|2 dσ dt
)1/2

+

(
∫

ΣT

|P × ν|2 dσ dt
)1/2 (∫

ΣT

|g1(E × ν)|2 dσ dt
)1/2

+

(
∫

ΣT

|E × ν|2 dσ dt
)1/2 (∫

ΣT

|K1|2 dσ dt
)1/2

.
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Let us remark that the estimate (54) and the final conditions on (y, ∂ty, P,Q)

yield

∫

ΣT

{

|F × ν|2 + |G× ν|2 + |∂tv|2 + |∂tw|2
}

dσ dt ≤ 1

(1−
√
d)2

E(T ) .

This estimate, the definition of y (y = w − v), of P (P = G− F ), the definition

(51) (resp. (52)) of K1 (resp. of K2) and Cauchy–Schwarz’s inequality lead to

∫

ΣT

|Ki|2 dσ dt ≤
2

(1−
√
d)2

E(T ) , i = 1, 2 ,

∫

ΣT

|P × ν|2 dσ dt ≤ 2

(1−
√
d)2

E(T ) ,
∫

ΣT

|∂ty|2 dσ dt ≤
2

(1−
√
d)2

E(T ) .

These estimates in (61) lead to

E(T ) ≤ c4

∫

ΣT

(

|g2(∂tu)|2 + |∂tu|2 + |g1(E × ν)|2 + |E × ν|2
)

dσ dt ,(62)

for some positive constant c4 depending on d (so depending on T ).

We now estimate the right-hand side of (62) as follows: Introduce

Σ+T =
{

(x, t) ∈ ΣT | |E(x, t)× ν(x)| > 1
}

,

Σ−
T =

{

(x, t) ∈ ΣT | |E(x, t)× ν(x)| ≤ 1
}

.

By the assumptions (8) and (12) satisfied by g1 we may write

∫

Σ+
T

(

|g1(E × ν)|2 + |E × ν|2
)

dσ dt ≤ c5

∫

Σ+
T

(E × ν) · g1(E × ν) dσ dt ,

for some positive constant c5. By (25) and the property gi(ξ) ·ξ ≥ 0 (consequence

of (10) and (11)) satisfied by gi, i = 1, 2, we arrive at

∫

Σ+
T

(

|g1(E × ν)|2 + |E × ν|2
)

dσ dt ≤ c5(E(0)− E(T )) .(63)

Similarly by the assumption (58) satisfied by g1 we have

∫

Σ−
T

(

|g1(E × ν)|2 + |E × ν|2
)

dσ dt ≤
∫

Σ−
T

G
(

(E × ν) · g1(E × ν)
)

dσ dt .
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Jensen’s inequality then yields

∫

Σ−
T

(

|g1(E×ν)|2 + |E×ν|2
)

dσ dt ≤ |ΣT |G
(

1

|ΣT |

∫

Σ−
T

(E×ν) · g1(E×ν) dσ dt
)

.

By (25), the property gi(ξ) · ξ ≥ 0, i = 1, 2, and the monotonicity of G, we arrive

at
∫

Σ−
T

(

|g1(E×ν)|2 + |E×ν|2
)

dσ dt ≤ |ΣT |G
(E(0)− E(T )

|ΣT |

)

.(64)

In the same way using the properties of g2, the property gi(ξ) · ξ ≥ 0, i = 1, 2

and the identity (25) we can prove the estimate

∫

ΣT

{

|g2(∂tu)|2+ |∂tu|2
}

dσ dt ≤ c6

(

E(0)− E(T ) + |ΣT |G
(E(0)−E(T )

|ΣT |

))

,(65)

for some positive constant c6.

The estimates (63), (64) and (65) into the estimate (62) give

E(T ) ≤ c7

(

E(0)− E(T ) +G

(E(0)− E(T )
|ΣT |

))

,

for some positive constant c7 (depending on T and |Γ|). This finally leads to

E(0) = E(0)− E(T ) + E(T ) ≤ max{1, c7}
(

E(0)− E(T ) +G

(E(0)− E(T )
|ΣT |

))

.

Using this argument in [t, t+T ] instead of [0, T ] we have shown that

E(t) ≤ max{1, c7}
(

E(t)− E(t+T ) +G

(E(t)− E(t+T )
|ΣT |

))

.

As E(t)−E(t+T )
|ΣT | ≤ E(t)

|ΣT | ≤
E(0)
|ΣT | , the concavity of G yields a constant c8 (depending

continuously on T , E(0) and |Γ|) such that

E(t)− E(t+ T )

|ΣT |
≤ c8G

(E(t)− E(t+ T )

|ΣT |

)

.

These two estimates lead to

E(t) ≤ c3G

(E(t)− E(t+ T )

|ΣT |

)

= φ−1
(

E(t)− E(t+ T )
)

, ∀ t ≥ 0 ,(66)

when we recall that φ was defined by (60) and c3 > 0 depends only on T , E(0)
and |Γ|.
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We conclude by Theorem 5.1 since Lemma 5.1 of [7] shows that the estimate

(66) guarantees that E actually satisfies (55).

If g2 is no more globally Lipschitz continuous, by Lemma 5.5 below there exists

a sequence of globally Lipschitz continuous mappings gk2 , k ∈ N? satisfying (8),

(10), (11), (12) for |x| ≥ 2 as well as (58) for |x| ≤ 2 with Ĝ instead of G which

is simply a multiple of G (independant of k). For each k let (uk(t), Ek(t), Hk(t))

be a solution of (1) with g2 replaced by gk2 . Applying the above arguments for

each k we get the estimate

Ek(t) ≤ c3G

(

ψ−1(c2 t)

c2 T 2 |Γ| t

)

, ∀ t ≥ T1 ,(67)

where Ek(t) denotes the energy of (uk(t), Ek(t), Hk(t)), the constants and the

functions G and ψ hereabove being independent of k. We conclude thanks to

Lemma 5.6 below which shows that

(uk(t), ∂tuk(t), Ek(t), Hk(t))→ (uk(t), ∂tuk(t), Ek(t), Hk(t)) in H as k →∞ ,

for all t ∈ R+.

Remark 5.3. Examples of functions g1 and g2 leading to an explicit decay

rate (59) are given in [7, 25]. Let us notice that exponential, polynomial or

logarithmic decays are available for appropriate feedbacks.

Remark 5.4. As already mentioned, for ξ = 0 the system (1) is split into

the elastodynamic system and Maxwell’s system. In that case the conjunction of

Theorems 3.3 and 5.2 gives stability results for any strictly star-shaped domain

with a smooth boundary for the elastodynamic system with general nonlinear

feedback g2 satisfying the assumptions of Theorem 5.2. This result improves

some earlier results from [1, 3, 9] where g2 is chosen diagonal and exponential or

polynomial decays only are available.

We now prove the approximation scheme of a non globally Lipschitz continu-

ous mapping g by a sequence of globally Lipschitz continuous mappings, adapting

Lemma 9.9 of [15] to the vectorial case and other growth properties on g.

Lemma 5.5. Let g : R3 → R3 be a continuous mapping satisfying (8), (10),
(11), (12), as well as (58). Then there exists a sequence of globally Lipschitz



64 S. NICAISE

continuous mappings gk : R3→ R3, k ∈ N?, satisfying (8) (with the same constant

than g), (10), (11), as well as

gk(x) · x ≥ m′ |x|2 , ∀x ∈ R3 : |x| ≥ 2 ,(68)

|x|2 + |gk(x)|2 ≤ γ G(gk(x) · x) , ∀ |x| ≤ 2 ,(69)

for some positive constant m′ and γ independent of k and satisfying furthermore

|gk(x)| ≤ |g(x)| , ∀x ∈ R3, k ∈ N? ,(70)

gk(x)→ g(x) as k →∞, ∀x ∈ R3 .(71)

Proof: Similarly to Lemma 9.9 of [15] we take

gk(x) = g
(

(I + k−1g)−1(x)
)

, ∀x ∈ R3, k ∈ N? .

Note that this definition is meaningful since I + k−1g is invertible due to the

monotonicity of g. The definition of gk directly leads to (71).

Let us now show the monotonicity of gk. For xi ∈ R3, i = 1, 2, we set

yi = (I + k−1g)−1(xi) , i = 1, 2 .(72)

This directly yields

g(yi) = gk(xi) , i = 1, 2 ,(73)

yi + k−1g(yi) = xi , i = 1, 2 .(74)

By difference we obtain

k−1
(

g(y1)− g(y2)
)

= x1 − x2 − (y1 − y2) .(75)

Taking the inner product with x1−x2 and using Cauchy–Schwarz’s inequality we

obtain

k−1
(

g(y1)− g(y2)
)

· (x1 − x2) ≥ |x1 − x2|
(

|x1 − x2| − |y1 − y2|
)

.(76)

In (75) taking the inner product with y1 − y2 and using the monotonicity of g,

we get

|y1 − y2| ≤ |x1 − x2| .(77)

Using this estimate in (76) and using the identities (73) we conclude the mono-

tonicity of gk.
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For the globally Lipschitz continuity of gk, in (75) we take the inner product

with g(y1)− g(y2) to obtain

k−1|g(y1)− g(y2)|2 = (x1 − x2) ·
(

g(y1)− g(y2)
)

− (y1 − y2) ·
(

g(y1)− g(y2)
)

.

The monotonicity of g and Cauchy-Schwarz’s inequality allow to conclude that

k−1|g(y1)− g(y2)| ≤ |x1 − x2| ,

which shows the globally Lipschitz continuity of gk owing to (73).

Let us now show that (70) holds: As before for a fixed x ∈ R3, we set

y = (I + k−1g)−1(x) ,(78)

which yields

g(y) = gk(x) ,(79)

y + k−1g(y) = x .(80)

In this last identity taking the inner product with g(x)− g(y) we get

k−1g(y) ·
(

g(x)− g(y)
)

= (x− y) ·
(

g(x)− g(y)
)

.

From the monotonicity of g and Cauchy-Schwarz’s inequality we arrive at

|g(y)| ≤ |g(x)| ,

and we conclude by (79).

The estimate (8) with the same constant than g (resp. the property (11)) for

gk follow from (70) and the estimate (8) (resp. (11)) satisfied by g.

Before going on let us establish the estimate (with the above notation)

gk(x) · x ≥ g(y) · y .(81)

Indeed thanks to (79) this is equivalent to

g(y) · (x− y) ≥ 0 ,

which holds owing to (80).
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We are ready to prove the estimate (68). For a fixed |x| ≥ 2, let y be given

by (78).

(a) If |y| ≤ |x|/2, then by (79) and (80) we may write

k−1gk(x) · x = k−1g(y) · x = (x− y) · x .

By the above assumption on |y| we obtain

k−1gk(x) · x ≥ |x|2/2 ,

which proves that

gk(x) · x ≥ |x|2/2 .(82)

(b) If |y| ≥ |x|/2, then |y| ≥ 1 and by (12) satisfied by g we get

g(y) · y ≥ m |y|2 ≥ m

4
|x|2 .

Owing to the estimate (81), we arrive at

gk(x) · x ≥
m

4
|x|2 .(83)

In conclusion the estimates (82) and (83) show that gk satisfies (68) with

m′ = min{1/2,m/4}.
It remains to show (69). First we remark that the properties (8), (12) and

(58) satisfied by g imply

|x|2 + |g(x)|2 ≤ cG(g(x) · x) , ∀ |x| ≤ 2 ,(84)

for some positive constant c depending only on G. Indeed for 1 ≤ |x| ≤ 2 by (8)

and (12) we have

|x|2 + |g(x)|2 ≤ 1 + 4M2

m
g(x) · x ,

|g(x) · x| ≤ 6M .

Moreover the concavity of G yields a constant C (depending continuously on 6M)

such that

z ≤ C G(z) , ∀ 0 ≤ z ≤ 6M .(85)

These last three estimates lead to (84) with c = max{1, C 1+4M2

m }.
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For a fixed |x| ≤ 2, let y be given by (78). By (77) we have |y| ≤ |x| and
therefore |y| ≤ 2.

(a) If |y| ≤ |x|/2, then (82) still holds and moreover

|gk(x) · x| = |g(y) · x| ≤ M(1 + |y|) |x| ≤ 4M .

Therefore by (85) and (82) we conclude

|x|2 ≤ 2C G(gk(x) · x) .(86)

(b) If |y| ≥ |x|/2, then by (81) and the monotonicity of G, we have

G(gk(x) · x) ≥ G(g(y) · y) .

By (84) (valid since |y| ≤ 2) we obtain

|x|2 ≤ 4 |y|2 ≤ 4 cG(g(y) · y) ≤ 4 cG(gk(x) · x) .(87)

The estimates (86) and (87) show that

|x|2 ≤ γ̃ G(gk(x) · x) , ∀ |x| ≤ 2 ,(88)

with γ̃ = 2max{C, 2c}.
For the estimation of |gk(x)|2, we simply remark that (79) and (84) yield

|gk(x)|2 = |g(y)|2 ≤ cG(g(y) · y) .

From (81) and the monotonicity of G, we conclude

|gk(x)|2 ≤ cG(gk(x) · x) , ∀ |x| ≤ 2 .(89)

The sum of (88) and (89) yields (69) with γ = γ̃ + c.

The proof is complete since all the requested properties on gk were estab-

lished.

Let us finish this section by the convergence result needed in the proof of

Theorem 5.2.

Lemma 5.6. Let g1 and g2 satisfy the assumptions of Lemma 2.2, and let

gk2 , k ∈ N? be a sequence of mappings satisfying the assumptions of Lemma 2.2

(with constants independent of k) and such that

gk2 (x)→ g2(x) as k →∞, ∀x ∈ R3 .
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For (u0, u1,E0,H0) ∈ H, let (u,E,H) be the unique weak solution of problem (1)

and for all k ∈ N? let (uk, Ek, Hk) be the unique weak solution of problem (1)

with gk2 instead of g2. Then for all t ∈ R+, it holds

(uk(t), ∂tuk(t), Ek(t), Hk(t))→ (uk(t), ∂tuk(t), Ek(t), Hk(t)) in H as k →∞ .

Proof: For all k∈N? let us denote byAk the operator introduced in Lemma2.2

associated with our system (1) with g1 and gk2 . By Theorem 7.3 of [15], we only

need to show that

(I +Ak)
−1(f, g, F,G)→ (I +A)−1(f, g, F,G) in H as k →∞ ,(90)

for all (f, g, F,G) ∈ H. If we denote by (u, v, E,H) = (I+A)−1(f, g, F,G) and

(uk, vk, Ek, Hk) = (I+A)−1(f, g, F,G), then Lemma 2.2 showed that (15) and

(16) hold, as well as

uk = vk + f ,(91)

Hk = G− µ−1 curlEk .(92)

and that

a
(

(v,E), (v′, E′)
)

= ak
(

(vk, Ek), (v
′, E′)

)

, ∀ (v′, E′) ∈ V .(93)

By taking the difference between (15) and (91) as well as the difference be-

tween (16) and (92), and using the fact that ε(E −Ek) is divergence free, we see

that the convergence (90) holds if

‖v − vk‖1 + ‖E − Ek‖H(curl) → 0, as k →∞ ,(94)

where ‖E‖H(curl) = ‖E‖0 + ‖ curlE‖0 and ‖ · ‖l means the H l(Ω)3-norm.

For that purpose we remark that (93) is equivalent to

ak
(

(vk, Ek), (v
′, E′)

)

− ak
(

(v,E), (v′, E′)
)

=

= a
(

(v,E), (v′, E′)
)

− ak
(

(v,E), (v′, E′)
)

, ∀ (v′, E′) ∈ V .

Taking v′ = vk − v and E′ = Ek − E, and using the monotonicity of g1 and gk2 ,

we get
∫

Ω

{

σ(vk − v) : ε(vk − v) + |vk − v|2
}

dx +

+

∫

Ω

{

µ−1 | curl(Ek − E)|2 + ε |Ek − E)|2
}

dx ≤

≤
∫

Γ

(

g2(v)− gk2 (v)
)

· (vk − v) dσ .
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By Korn’s inequality, Cauchy–Schwarz’s inequality and a standard trace theorem,

there exists a positive constant K (independent of k) such that

‖v − vk‖1 + ‖E − Ek‖H(curl) ≤ K ‖g2(v)− gk2 (v)‖L2(Γ) .(95)

As the property (8) satisfied by g2 as well as gk2 implies

|g2(v(x))− gk2 (v(x))| ≤ 2M (1 + |v(x)|) ,

we conclude that the right-hand side of (95) tends to zero as k goes to infinity

by Lebesgue’s bounded convergence Theorem.
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