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Preface

English

Reliable and fast transmission of information over rapidly varying wireless channels is necessary for modern and upcoming wireless applications, like mobile-WiMAX (IEEE 802.16e), WAVE (IEEE 802.11p). The variability of wireless channels is mainly due to the multipath effect and the Doppler effect. The Doppler effect is typically caused by mobility between the receiver and the transmitter. For integrity of such communications, accurate wireless channel estimation and equalization are crucial. In this dissertation, we address the problems of wireless channel estimation and equalization for transmission through rapidly varying wireless channels using the OFDM system.

A wireless channel is modeled as a pseudo-differential operator. The problem of channel estimation is to approximately identify the operator in question. Furthermore, the problem of equalization is to approximately identify the transmitted signal from the received signal and the estimated wireless channel. However, for practical computations with discrete digital signals, the pseudo-differential operator is approximated with a matrix, known as the wireless channel matrix. The wireless channel matrix in the time domain represents time-varying convolution with a time-varying filter. Basis Expansion Models (BEM) are used to model rapidly varying wireless channels, with each time-varying convolution filter coefficient modeled as a linear combination of certain basis functions. Within the framework of the BEM, channel estimation amounts to computing the basis coefficients for the representation of the time varying filter.

In this dissertation, we propose novel methods for wireless channel estimation in the framework of the BEM. Furthermore, we propose a novel method for equalization using the estimated BEM coefficients. The proposed equalization methods do not create the channel matrix, but use the estimated BEM coefficients directly. Furthermore, we propose a suitable preconditioner for the proposed equalization.

With $K$ OFDM subcarriers, and $L$ discrete path delays, i.e. $L$ discrete time varying filter coefficients, the proposed wireless channel estimation and equalization method requires, $O(L \log L)$ and $O(K \log K)$ in operations, and $O(L)$ and $O(K)$ in memory respectively. Computer simulation shows the superiority of the proposed methods with respect to the conventional and contemporary methods in terms of performance and complexity. The computer simulations comply with the IEEE 802.16e standard.

In der vorliegenden Dissertation werden die Probleme der Kanalschätzung und Kanalentzerrung für Übertragungen über rasch veränderliche Drahtloskanäle (auf der Basis von OFDM-Systemen) behandelt.


Es wird auch auf die numerische Effizienz des vorgeschlagenen Schätzers Wert gelegt, beispielsweise durch die Beistellung eines passenden Prädiktionierers für die vorgeschlagenen Entzerrungsmethode. Mit \( K \) OFDM-Teilträgern und \( L \) diskreten Pfadverzögerungen, d.h. \( L \) diskreten zeitabhängigen Filterkoeffizienten, benötigt die vorgeschlagene Methode zur Kanalschätzung und Entzerrung \( O(L \log L) \) und \( O(K \log K) \) Operationen bzw. \( O(L) \) und \( O(K) \) Speicher. Computersimulationen gemäß IEEE 802.16e-Standard bestätigen die Überlegenheit der vorgeschlagenen Methode über herkömmliche und zur Zeit in Verwendung befindliche Methoden in Bezug auf Leistung und Komplexität.
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Chapter 1

Introduction

1.1 Overview

In a general setup of a wireless communication system, the transmit signal passes through the wireless medium and reaches the receiver. The wireless medium is generally called the wireless channel. Wireless channels are mathematically modeled as pseudo-differential operators. In this framework, wireless channel estimation amounts to approximately identifying the operator, and equalization amounts to approximately computing the operand, i.e. the transmit signal, using the estimated kernel and the output of the operation, i.e. the receive signal. With the current technology, reception of the mobile WiMAX (IEEE 802.16e) in the proximity of a highway is unreliable because of the Doppler effect due to user mobility, which dramatically hinder the quality of service (QoS). The QoS depends mainly on wireless channel estimation, equalization and signal encoding. In this dissertation, we address problems of channel estimation and equalization for the Orthogonal Frequency Division Multiplexing (OFDM) based communication systems over rapidly varying wireless channels, like mobile WiMAX. We use established mathematical models describing the wireless channels and communication systems. As a contribution to the wireless communication technology, we propose novel algorithms for channel estimation and equalization for systems using the OFDM setup with severe channel distortions.

1.2 Motivation

In an ideal setup, the receive signal is a scaled version of the transmit signal. In practical setup, the transmit signal is distorted by multipath propagation, Doppler’s effect due to relative motion between the receiver and the transmitter, carrier frequency offset, and random noise. As a mathematical model, the channel is commonly represented as a pseudo-differential operator acting on the transmit signal. For computational purposes a discrete version of the operator is used, which is known as the channel matrix. The dimensions of the channel matrix are determined by the sampling rate of the signal. Due to increasing mobility between the receiver and the transmitter, the multipath delay and the Doppler
Orthogonal frequency-division multiplexing (OFDM), essentially identical to Coded OFDM (COFDM) and Discrete multi-tone modulation (DMT), is a frequency-division multiplexing (FDM) scheme utilized as a digital multi-carrier modulation method. A large number of closely-spaced orthogonal sub-carriers are used to carry data. The data is divided into several parallel data streams or channels, one for each sub-carrier. Each sub-carrier is modulated with a conventional modulation scheme (such as quadrature amplitude modulation or phase shift keying) at a low symbol rate, maintaining total data rates similar to conventional single-carrier modulation schemes in the same bandwidth. OFDM is increasingly used in high-mobility wireless communication systems, e.g. mobile WiMAX (IEEE 802.16e), WAVE (IEEE 802.11p), and 3GPP’s UMTS Long-Term Evolution (LTE). Usually OFDM systems are designed so that no Doppler effect occurs within an individual OFDM symbol duration. In this case, the channel acts like a convolution with a finite filter. That is, the pseudo-differential operator modeling the wireless channel reduces to a Fourier multiplier. Channel estimation and equalization is much simpler in such a case. Recently, however, there has been an increasing interest in channels changing noticeably within a single OFDM symbol. Typical reasons for such variations are increased user mobility and substantial carrier frequency offsets, resulting in significant Doppler shifts and intercarrier interference (ICI). Intercarrier interference is especially detrimental to applications like DVB-T and mobile WiMAX, which were originally designed for fixed receivers. For such a wireless channel, the kernel of the pseudo-differential operator is more complicated, which makes channel estimation and equalization quite challenging. Moreover, typical OFDM applications have very short OFDM symbol durations (e.g. 102.9 µs for mobile WiMAX according to the standard IEEE 802.16e), and require fast algorithms for channel estimation and equalization.

1.3 Previous Work

1.3.1 Channel Estimation

Channel estimation is the problem of approximately reconstructing the wireless channel. For practical purposes, approximate values of the channel matrix, or parameters which determine the channel matrix are computed. For channel estimation with an OFDM setup, only selected frequencies (pilot carriers) are modulated with known values (pilot values) at the transmitter. At the receiver, information about the pilot carriers and pilot values is used to estimate the channel. This type of estimation is known as pilot-aided estimation. Channel estimation methods, which do not use pilot information for channel estimation are called blind estimation methods. We do not consider blind estimation in this work.

Wireless channels, which arise only due to multipath propagation of electromagnetic waves and do not vary over a certain duration of time, are modeled with a convolution operator. That is, the pseudo-differential operator modeling the wireless channel reduces to a Fourier multiplier. Such channels are examples of finite impulse response (FIR) filters. In the frequency domain, such channel operators are
diagonal, so they are also known as frequency selective channels. Pilot-aided estimation of frequency selective channels is well known, see [23, 10], and is used in many applications, like WiFi (IEEE 802.11). With increasing user mobility, the wireless channels are no more frequency selective, and such wireless channels are called doubly selective.

For doubly selective channels, basis expansion models (BEM) are becoming popular. Within the framework of the BEM, the discrete channel taps are modeled as time-varying functions, thus the BEM models a doubly selective channel as a time varying filter. With the BEM, the channel taps are approximated by linear combinations of prescribed basis functions, see [49, 15, 54, 45, 46, 42]. In this context, channel estimation amounts to approximate computation of the basis coefficients. The BEM with complex exponential (CE-BEM) [49, 15, 9, 20] uses a truncated Fourier series, and is remarkable because the resulting frequency-domain channel matrix is banded. However, this method has a limited accuracy due to a large modeling error. Specifically, [53, 54] observe that the reconstruction with a truncated Fourier series introduces significant distortions at the ends of the data block. The errors are due to the Gibbs phenomenon, and manifest themselves as a spectral leakage, especially in the presence of significant Doppler spreads. A more suitable exponential basis is provided by the Generalized CE-BEM (GCE-BEM) [29], which employs complex exponentials oversampled in the frequency domain. A basis of discrete prolate spheroidal wave functions is discussed in [53, 54]. Finally, the polynomial BEM (P-BEM) is presented in [6]. For channels varying at the scale of one OFDM symbol duration, pilot-aided channel estimation is studied in [45]. Definitive references on pilot-aided transmission in doubly-selective channels are [26, 27].

1.3.2 Equalization

Frequency selective channel operators are diagonal in the frequency domain. In this case, the signal is equalized by pointwise division of the receive signal by the frequency-domain channel attenuation values. In the presence of additive uncorrelated noise, such equalization of the signal is optimal in the least square (LS) sense. This type of equalization is known as single tap equalization.

For a doubly selective channel with severe ICI, conventional single-tap equalization in the frequency domain is unreliable, see [36, 30, 38]. Several other approaches have been proposed to combat ICI in transmissions over rapidly varying channels. For example, [8] presents minimum mean-square error (MMSE) and successive interference cancellation equalizers, which use all subcarriers simultaneously. Alternatively, using only a few subcarriers for equalization amounts to approximating the frequency-domain channel matrix by a banded matrix, and has been exploited for equalizer design, see [47, 37]. ICI-shaping, which concentrates the ICI power within a small band of the channel matrix, is described in [47, 41]. A low-complexity time-domain equalizer based on the LSQR algorithm is introduced in [22].
1.4 Contributions

In this dissertation, we propose novel algorithms for wireless channel estimation and equalization for OFDM based systems. Our algorithms are aimed to achieve a high data transfer rate despite high user mobility. Fig. 1.1 shows the position of common wireless applications in terms of speed of data delivery and mobility. Proposed estimation and equalization algorithms are suitable for all OFDM based applications, like mobile-WiMAX which conforms to IEEE 802.16e standard, WAVE which conforms to the IEEE 802.11p standard.

As a contribution to channel estimation, we propose a very efficient method for computation of the Fourier coefficients of the channel taps using pilot information. A direct reconstruction of the channel taps as truncated Fourier series is inadequate because of the Gibbs phenomenon. Several algorithms have been proposed for resolving the Gibbs phenomenon, see [17, 44, 12]. To mitigate the Gibbs phenomenon, we use a priori information about channel taps, and perform a regularized reconstruction of the channel taps. Such a regularized reconstruction may be accomplished with BEM with Legendre polynomials, see [21]. We also present explicit formulas for computing the Legendre coefficients from the Fourier coefficients.

There exist several methods, including the proposed one, for estimating the BEM coefficients of doubly selective channel taps, especially with an OFDM transmission setup, see [45, 46, 42, 21]. Usually, the channel matrix is reconstructed from estimated BEM coefficients for further equalization. We show that wireless channels modeled with the BEM have a representation as a sum of product-convolution operators. The product operators are diagonal and have basis functions as their entries, and the convolution operators are cyclic matrices with basis coefficients as their entries. We propose equalization using the iterative methods GMRES [39] and LSQR [34]. In each iteration of GMRES, the most expensive
operation is computing a matrix-vector product with the channel matrix, and that of LSQR is computing a matrix-vector product with the channel matrix and the Hermitian transpose of the channel matrix. With the sum of product-convolutions representation of the channel matrix, the matrix-vector multiplication is done in $O(K \log K)$ operations for a $K$ subcarrier OFDM setup. Moreover, we do not create the channel matrix at all, but rather use the BEM coefficients directly for equalization. Thus the overall memory complexity of the equalization algorithm is $O(K)$. We propose the single-tap equalizer of the channel matrix as a preconditioner. In our simulations we find that such a preconditioner dramatically accelerates the convergence.

The main contributions of this work can be summarized as follows.

- We propose a pilot-aided method for channel estimation in OFDM systems, which explicitly separates the computation of the Fourier coefficients of the channel taps, and a subsequent reconstruction of the channel taps.

- We formulate a numerically stable algorithm for estimation of the Fourier coefficients of the channel taps from the receive signal, using pilot information. The proposed method uses only subsampling of the frequency-domain receive signal and linear operations with condition number equal to 1.

- To mitigate the Gibbs phenomenon in the reconstruction of the channel taps, we propose a method for regularized reconstruction of the channel taps, using a priori information that channel taps are analytic and not necessarily periodic. We reconstruct the channel taps using a truncated Legendre series in order to mitigate the Gibbs phenomenon. We derive explicit formulas for the Legendre coefficients in terms of the Fourier coefficients, and thus we avoid reconstruction of channel taps for estimation of BEM coefficients. For an OFDM system with $L$ discrete channel taps, the proposed estimation method requires $O(L \log L)$ operations and $O(L)$ memory. The proposed method is not limited to BEM with the basis of Legendre polynomials, any suitable basis can be used with the same complexity.

- We demonstrate that the channel operator given by the BEM for the channel taps can be expressed as a sum of product-convolution operators in the time domain. We consider a doubly-selective channel represented in terms of its BEM coefficients, without creating the full channel matrix.

- We propose to use the standard iterative methods GMRES and LSQR for stable and regularized equalization. In an OFDM setup with $K$ subcarriers, each iteration requires $O(K \log K)$ flops and $O(K)$ memory.

- We propose the single-tap equalizer as an efficient preconditioner for both GMRES and LSQR.

In practical wireless communication, the receive signal is contaminated with noise. With 15 dB of signal to noise ratio (SNR), most of the time the 4th bit of the receive signal is corrupted, even sometimes even the 3rd bit is also corrupted. Thus practically the precision for further signal processing is very low, 3-4 significant bits. Information bits are mapped to finite alphabets, like PSK, 4QAM, 16QAM, before
transmission. Thus to retrieve the transmit information, we need to estimate either one or two significant bits correctly. In this work, we do not assume any statistical knowledge about the channel, noise or data. Instead, we try to control the condition number of the pertinent linear operators for channel estimation and equalization, in order to retrieve first one or two bits correctly.

Extensive numerical simulations conforming to the IEEE 802.16e [24] transmission specifications in doubly-selective channels are performed. The results show the superiority of our proposed channel estimation and equalization methods over existing methods used in OFDM based systems.
Chapter 2

Mathematical Models

2.1 Introduction

This research work is interdisciplinary, including the Time-Frequency analysis of the mathematical science and wireless communication engineering. Rigorous mathematical models of the engineering setup are developed as the first step, and those are presented in this chapter.

The mathematical models for wireless communication systems [35] are presented in two sections, namely Section 2.2, which describes the mathematical models for the wireless signal transmission [31], and Section 2.4, which describes the mathematical model for the wireless channels [3]. In particular, we describe transmission with OFDM setup in Section 2.3. Next, we describe the problems of channel estimation and equalization in Section 2.6, and formulate the problems in the framework of mathematical models introduced in Sections 2.2 and 2.4.

In Section 2.7, we discuss the related mathematical fields, and some related research areas. In the last section we describe how we measure the quality of channel estimation algorithms, the quality of equalization algorithms, and the whole the quality of service.

Notation used in this dissertation is standard, and it is mostly introduced in this chapter. Additionally, we explain the notation whenever it is used, although it is kept consistent throughout the dissertation.

2.2 Transmission Setup: Frequency Modulation

Wireless multicarrier (MC) communication systems utilize multiple complex exponentials as information bearing carriers, see [51]. For broadband wireless communications, multicarrier (MC) modulation techniques are attractive due to their numerous desirable properties. For an MC system with $K$ subcarriers, the symbol period $T$ and the subcarrier frequency spacing $f_s$, the mathematical model for the baseband
transmit signal $s$ at time $t$ is given by

$$s(t) = \sum_{l=-\infty}^{\infty} \sum_{k=0}^{K-1} a_{l,k} g_{l,k}(t). \quad (2.1)$$

Here, $\{a_{l,k}\}$ denotes the data symbol at time $l \in \mathbb{Z}$ and subcarrier $k \in \{0, \ldots, K-1\}$, and $g_{l,k}$ is a time-frequency (TF) shifted version of an elementary transmit pulse $g(t)$:

$$g_{l,k}(t) \triangleq g(t - lT) e^{j2\pi kf_s(t - lT)}. \quad (2.2)$$

The set of functions $\{g_{l,k}\}, l, k \in \mathbb{Z}^2$ is known as a Weyl-Heisenberg (WH) function set, generated by elementary pulse $g$. For example, mobile WiMAX, which conforms to the standard IEEE 802.16e, has the symbol period $T = 102.9\mu s$, the number of sub-carriers $K = 128, 256, 512, 1024$, or 2048, the subcarrier frequency spacing $f_s = 9.5\, kHz$, and the elementary pulse as a rectangular window, given by $g \equiv \chi_{[0,T]}$.

Further, the baseband transmit signal $s$ as modeled in equation (2.1) is modulated with carrier frequency $f_c$ of the system for final transmission. Thus the final transmit signal $s_p$, also known as the passband signal, is modeled as

$$s_p(t) = e^{j2\pi f_c t} s(t). \quad (2.3)$$

The passband signal (2.3) is used for transmitting the signal in a certain frequency band, commonly known as the spectrum. For example, the mobile phones and the mobile WiMAX use carrier frequencies $f_c = 820\, MHz$ and $5.8\, GHz$, respectively. At the receiver end, the passband receive signal is first demodulated to a baseband equivalent, and then further signal processing is done. For signal processing algorithms only the baseband equivalent is used, because baseband models are simple compared to the passband model and do not make any difference for signal processing. But, the carrier frequency $f_c$ is an important factor for the wireless channel, because the Doppler effect due to mobility is directly proportional to the carrier frequency $f_c$, see Section 2.4 for details.

At the receiver end, the baseband receive signal $r$ is given by the equation

$$r(t) = (Hs)(t) + w(t), \quad (2.4)$$

where $H$ is the channel operator, see Section 2.4 for details, and $w$ is a noise process. In the theoretical case of an ideal channel, we have $r(t) = s(t)$, i.e. the channel acts like the identity operator, and there is no added noise. For such a case, at the receiver (demodulator) end, the inner products of the received signal $r$ with time and frequency shifted versions $\gamma_{l,k} \triangleq \gamma(t - lT)e^{j2\pi kf_s(t - lT)}$ of an elementary receive pulse $\gamma$ are computed:

$$x_{l,k} \triangleq \langle r, \gamma_{l,k} \rangle = \int_t r(t)\gamma_{l,k}^*(t)dt. \quad (2.5)$$

The demodulated symbols $x_{l,k}$ equal the transmit signal $a_{l,k}$, iff there is not ambient noise, and the transmit pulse $g$ and the receive pulse $\gamma$ satisfy the biorthogonality property

$$\langle g, \gamma_{l,k} \rangle = \delta_l \delta_k. \quad (2.6)$$

However, such an ideal wireless channel is non-realistic. In practice, the channel is subject to the multipath effect, the Doppler effect, carrier frequency offsets and added noise. In Section 2.4 we present
the mathematical model of wireless channels which takes the above mentioned effects into consideration. The problem of channel estimation is to approximately identify the channel operator $H$, and the problem of equalization is to approximately compute the transmit data symbols $a_{l,k}$ at the receiver end.

The transmission setup described by equation 2.4 is general enough to describe most of the frequently used MC modulation techniques, like CP-OFDM, pulse-shaping OFDM, and BFDM systems [31]. In this dissertation, we use CP-OFDM for MC modulation, with a rectangular pulse as the transmit pulse. We choose CP-OFDM, because it is the most popular MC technique, see Section 2.3 for a detailed discussion on OFDM systems.

### 2.3 OFDM Model

Orthogonal frequency-division multiplexing (OFDM) is a popular multicarrier modulation technique with several desirable features, e.g. robustness against multipath propagation, high spectral efficiency, and easy to adopt in multi user setup. In an OFDM transmission, a large number of closely-spaced orthogonal sub-carriers, specifically, complex exponentials are used to carry data [5]. For this reason, OFDM is also known as the Discrete Multi-Tone (DMT) modulation. The data is divided into several parallel data streams, one for each subcarrier. Each subcarrier is modulated with a conventional amplitude modulation scheme at a low symbol rate, maintaining total data rate similar to conventional single carrier modulation schemes in the same bandwidth.

OFDM is increasingly used in high-mobility wireless communication systems, e.g. mobile WiMAX (IEEE 802.16e), WAVE (IEEE 802.11p), and 3GPP’s UMTS Long-Term Evolution (LTE). Usually OFDM systems are designed so that no channel variations occur within an individual OFDM symbol duration. Recently, however, there has been an increasing interest in using OFDM with rapidly varying doubly selective channels, where the channel coherence time is less than the OFDM symbol duration. In such situations, strong intercarrier interference (ICI) between subcarriers becomes a major source of transmission impairment (in addition to fading and noise). ICI is caused by user mobility, moving reflectors, or substantial carrier frequency offsets. For example, severe ICI occurs during a WiMAX transmission in the proximity of a highway.

The OFDM baseband transmit signal a special case of the general MC baseband transmission model (2.1), obtained by setting the transmit pulse $g$ to a rectangular window with support equal to the symbol duration $T$, i.e,

$$g \equiv \chi_{[0,T]}.$$  \hspace{1cm} (2.7)

Thus the baseband transmit signal for OFDM is given by,

$$s(t) = \sum_{l=-\infty}^{\infty} \sum_{k=0}^{K-1} a_{l,k} \chi_{[0,T]}(t - lT)e^{j2\pi f_s(t - lT)}.$$  \hspace{1cm} (2.8)

In this dissertation, we consider rapidly varying doubly selective channels, such that the channel coherence time is less that one OFDM symbol duration. To identify such rapidly varying channels, we prefer to
process each OFDM symbol separately. The OFDM transmit signal for one OFDM symbol duration is given by:

\[ s(t) = \sum_{k=0}^{K-1} A[k] e^{j2\pi k f_s t}, \quad t \in [0, T], \tag{2.9} \]

where each subcarrier is used to transmit a symbol \( A[k] \), which is equal to \( a_{l,k} \) for period \( l \) in equation (2.8).

For a practical transmission, a discrete equivalent of the baseband OFDM transmit model (2.9) is used. The discrete equivalent of equation (2.9) is computed using the Inverse Discrete Fourier Transform (IDFT), and is given by,

\[ x[n] = \frac{1}{\sqrt{K}} \sum_{k=0}^{K-1} A[k] e^{j2\pi \frac{n k}{K}}, \quad n = 0, \ldots, K-1, \tag{2.10} \]

where \( x \) is the discrete time-domain baseband transmit signal, and \( n \) is discrete time index, such that \( t = \frac{nT}{K} \). To avoid Inter Symbol Interference (ISI), a Cyclic-Prefix (CP) is added at the beginning of the transmit signal. A Cyclic-Prefix is a fraction of the same signal from the other end. Thus, OFDM modulation with a CP of length \( L_{cp} \) is given by:

\[ x[n] = \frac{1}{\sqrt{K}} \sum_{k=0}^{K-1} A[k] e^{j2\pi \frac{n k}{K}}, \quad n = -L_{cp}, \ldots, K-1. \tag{2.11} \]

At the receiver end, the CP part is removed before any further processing. To avoid ISI, zero padding at the beginning of the transmit signal (2.9) instead of a cyclic-prefix is also in use, see [33].

Fig. 2.1 demonstrates the transmission process of a typical OFDM system with \( K \) subcarriers. The transmit signal bits are first mapped to fixed constellations (alphabets), like 4QAM, or PSK. The mapped information \( A \) is distributed into \( K \) parallel streams. Further, they are modulated using a \( K \) point IDFT, changed into an analog signal, and modulated with the carrier frequency \( f_c \), and finally transmitted as the time domain transmit signal \( x \).

The transmit signal passes through the wireless channel before reaching the receiver. The mathematical model for the effect of the wireless channel on the transmit signal is presented in Section 2.4.

Fig. 2.2 demonstrates a typical OFDM receiver with the ideal channel. The time domain receive signal is first demodulated from the carrier frequency \( f_c \), the cyclic-prefix is removed, and then the signal is changed to a digital equivalent for further signal processing. The digital time domain baseband
receive signal is converted to frequency domain using FFT, and then mapped to symbol constellations used.

2.4 Mathematical Models of Wireless Channel

The concept of an ideal channel as discussed in Section 2.2 is unrealistic. The transmit signal reaches the receiver after several distortions due to the multipath effect, the Doppler effect, an energy loss or fading, and random noise. See Fig. 2.3 for a pictorial description of different effects on the transmit signal due to wireless channels. In this section, we present a mathematical model for the wireless channel, which takes into account all the effects mentioned above. Traditionally, the channel is modeled as a linear operator, see [3]. For practical purposes, a discrete version of the channel operator is used, which is known as the channel matrix. In Section 2.5, we describe mathematical model and the structure of the channel matrix.

Wireless channels, which convey the transmit signal to the receiver, can be mathematically modeled as an operator transforming input signals into output signals, see equation (2.4). The input and the output
signal of such a system can be described either in time or frequency domain according to convenience.

We first describe a mathematical model for the channel operator, whose input and output are in the
time domain. The physical significance of the variables in the model are also explained.

We consider the mathematical model for the baseband equivalent of the time-domain transmit signal
$s$, as described in equation (2.1). The mathematical model for the time-domain receive signal $r$, as
described in equation (2.4), is the effect of the operator $H$ on the time-domain receive signal. In the
following subsections, we develop a mathematical model for the operator $H$. Throughout the remaining
section, we assume that the maximum delay due to multipath propagation is $\tau_{\text{max}}$, and the maximum
Doppler shift due to mobility is $\nu_{\text{max}}$. Note, $\tau_{\text{max}}$ is expressed in units of time, and $\nu_{\text{max}}$ is expressed in
units of frequency, i.e. the inverse of time.

**Multipath Effect**

First, we consider channels that have only multipath effects, and no Doppler effects. In such a case, the
receive signal $r$ at time $t$ is the superposition of several instances of the time-domain transmit signal
$s$ with different delays, with a maximum delay of $\tau_{\text{max}}$. Thus, the receive signal in this case, and in
absence of any other ambient noise is modeled as

$$r(t) = \int_{\tau=0}^{\tau_{\text{max}}} S_H(\tau)s(t-\tau)d\tau. \quad (2.12)$$

Here, $S_H(\tau)$ is known as the input-delay spreading function, see [3]. $S_H(\tau)$ can be interpreted as the
attenuation, or gain in the $\tau$-th multipath. Such a channel operator is common, and arises when there
is no mobility between the transmitter and the receiver. For example, in wireless-LAN, there is no
significant mobility between the transmitter and the receiver. Channel estimation and equalization
algorithm for standards IEEE 802.11 a-g are based on such wireless channel models. We notice, that the
receive signal $r$ is a pure convolution of the transmit signal $s$ and the input-delay spread function $S_H$.
Thus the receive signal can also be expressed as

$$r(t) = S_H(\tau) * s(t), \quad (2.13)$$

where $*$ denotes the convolution operator. Applying the Fourier transform on both sides of the equa-
tion (2.13), we get an equivalent expression in the frequency domain as:

$$\hat{r}(f) = \hat{S}_H(f)\hat{s}(f). \quad (2.14)$$

We note, that the frequency-domain receive signal $\hat{r}$ is proportional to the frequency-domain transmit
signal $\hat{s}$. The proportionality factor $\hat{S}_H$ is known as the frequency attenuation. Thus this type of
channels, which have only the multipath effect, but no Doppler effect, are known as frequency selective
channels.
Doppler effect

Mobility between the receiver and the transmitter introduces the Doppler effect in the wireless channel. In such a case, the time-domain receive signal $r$ is the superposition of several instances of the time-domain transmit signal $s$ at different delays due to the multipath, and each instance at a specific delay of the transmit signal in turn is effected by the Doppler effect. Thus, we generalize the wireless channel model in equation (2.12), for the case where the channel has both, the delay and the Doppler effect, in the following manner by:

$$r(t) = \int_{\tau=0}^{\tau_{\text{max}}} \int_{\nu=-\nu_{\text{max}}}^{\nu_{\text{max}}} \mathbf{S}_{H}(\tau, \nu)s(t-\tau)e^{j2\pi\nu t}d\nu d\tau,$$  \hspace{1cm} (2.15)

where, $\mathbf{S}_{H}(\tau, \nu)$ is called the delay-Doppler spreading function. Intuitively, this is the factor by which an instance of the time-domain transmit signal $s$ at the delay $\tau$ and with the Doppler effect $\nu$, contributes to the time-domain receive signal $r$. Such wireless channels, in which the delay due to the multipath effect, and the Doppler effect, are both present are known as doubly selective channels.

We notice in equation (2.15) that the time-domain receive signal $r$ is related to the time-domain transmit signal $s$ through a pseudo-differential operator [19]. The product $2\tau_{\text{max}}\nu_{\text{max}}$ is called the spread of the operator. If $2\tau_{\text{max}}\nu_{\text{max}} \ll 1$, then the operator defined in equation (2.15) is called an underspread operator [28]. Underspread operators have several desirable properties, e.g. they are approximately normal, and therefore have approximately orthogonal eigenfunctions. Such properties are extremely useful for robust transmission [28]. But in this dissertation, we consider wireless channels with a significant delay ($\tau_{\text{max}}$) and a Doppler effect ($\nu_{\text{max}}$), and the underspread assumption is not satisfied in such cases.

The maximum Doppler effect $\nu_{\text{max}}$ is computed from the relative velocity between the transmitter and the receiver in the following manner:

$$\nu_{\text{max}} = \frac{v}{c} f_c,$$  \hspace{1cm} (2.16)

where, $v$ is relative speed between the transmitter and the receiver, $f_c$ is the carrier frequency (2.3), and $c$ is the speed of electromagnetic wave, i.e speed of the light. Another useful measure of the Doppler effect for multicarrier wireless communication systems is the normalized maximum Doppler, which is given by the ratio between the maximum Doppler effect and the intercarrier frequency spacing $f_s$, see equations (2.1) and (2.2). Thus the normalized Doppler is computed as follows:

$$\nu_{\text{norm}} = \frac{\nu_{\text{max}}}{f_s} = \frac{v}{c} \frac{f_c}{f_s}.$$  \hspace{1cm} (2.17)

Unaccountable Additive Noise

Other than the multipath effect, and the Doppler effect, there are several minor effects that are unaccountable, like the magnetic field in the surroundings. The aggregation of all those effects are taken into account by adding noise to the modeled receive signal. With the additive noise, the model for the time-domain receive signal is given by

$$r(t) = \int_{\tau=0}^{\tau_{\text{max}}} \int_{\nu=-\nu_{\text{max}}}^{\nu_{\text{max}}} \mathbf{S}_{H}(\tau, \nu)s(t-\tau)e^{j2\pi\nu t}d\nu d\tau + z(t),$$  \hspace{1cm} (2.18)
where \( z \) is a noise process.

The noise process \( z \) is characterized by its intensity and distribution. The intensity of the noise is mostly represented in terms of Signal to Noise Ratio (SNR). SNR is a unit free quantity, which is the ratio of the signal power to the noise power. Often SNR is expressed in decibel (dB). For a frequency modulation transmissions scheme, like OFDM, the SNR is often expressed as the ratio of energy per bit to the noise spectral density \( (E_b/N_0) \). The distribution of the noise is also dependent on the wireless environment. The process \( z \) being a noise process has its first order moment equal to zero. The second order cross correlation determines the color of the noise. Generally, the noise is considered to be white, that is without cross correlation, and in such cases the variance of the distribution is determined by the SNR. Most of the time, the noise process \( z(t) \) is considered to be white Gaussian noise. In this dissertation, we do not make any assumption about the distribution of the noise process. The proposed algorithms for channel estimation and equalization are independent of distribution of the noise. Moreover, the algorithms for channel estimation and equalization that we present in this dissertation do not make use of any statistical information related to data, channel or noise.

### Time Variant System Functions

In fact, the transmit receive relation through the delay-Doppler spreading function, equation (2.18), is equivalent to a generic time-delay domain relation

\[
 r(t) = \int h(t, \tau)s(t - \tau)d\tau + z(t). \tag{2.19}
\]

where,

\[
h(t, \tau) = \int S_R(\tau, \nu)e^{j2\pi\nu t}d\nu. \tag{2.20}
\]

\( h(t, \tau) \) is known as the channel impulse response. We drop the limits of the integration as they are evident. The function \( h(\cdot, \tau) \) is called the channel tap at the \( \tau \)-th delay, and it is denoted by \( h_\tau \) for convenience.

The inputs and the outputs of the wireless channel may be described in either the time or frequency domain. Since either the time or the frequency domain can be used, the channel is described by any of the four operators shown in Table 2.1. We notice that the kernel \( K_1 \) in Table 2.1 is the channel impulse

<table>
<thead>
<tr>
<th></th>
<th>Transmit: time</th>
<th>Transmit: Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receive: time</td>
<td>( r(t) = \int s(k)K_1(t, k)dk )</td>
<td>( r(t) = \int \hat{s}(f)K_2(t, f)df )</td>
</tr>
<tr>
<td>Receive: Frequency</td>
<td>( \hat{r}(f) = \int \hat{s}(t)K_4(f, t)dt )</td>
<td>( \hat{r}(f) = \int \hat{s}(l)K_3(f, l)dl )</td>
</tr>
</tbody>
</table>

Table 2.1: Linear integral operators describing wireless channel
response $h(t, \tau)$ (2.19). The relations between the kernels $K_1, K_2, K_3, K_4$ of the linear time variant systems describing wireless channels are presented in [3], [52].

**WSSUS**

Wireless channels are also characterized from the statistical point of view, see [3] for detail. In such approaches, the kernels $K_1, K_2, K_3, K_4$ are considered stochastic processes and their second order statistics are used to characterize the time varying system functions.

One of the most practical assumptions about the wireless channels is that of Wide Sense Stationary Uncorrelated Scattering, (WSSUS). With this assumption, the channel taps are considered to be Wide Sense Stationary (WSS), i.e. the second order statistics of the channel taps are invariant under translation in time. Mathematically it is expressed as

$$E\{h_l^*(t)h_l(t-d)\} = R(d),$$  \hspace{1cm} (2.21)

where, $E$ denotes the expectation of a stochastic variable. The other assumption about the channel taps is that the attenuations of different multipaths are generally not correlated, which is termed Uncorrelated Scattering (US). Mathematically it is expressed as

$$E\{h_1^* h_2\} = 0,$$  \hspace{1cm} (2.22)

In this dissertation, we do not consider the statistical characterization of the channel taps for the formulation of our proposed channel estimation and equalization algorithms. We only consider that the channel taps are analytic functions, bandlimited, and not necessarily periodic.

For the practical purpose of channel estimation and equalization on finite precision machines, we need a discrete setup for the models described in this section. In the next section, we establish equivalent discrete models for the transmit signal, wireless channel operators, and the receive signal.

**2.5 Channel Matrix**

For practical signal processing, we need a discrete version of the integral and pseudo-differential operators used to model the channel matrix. At the receiver end, the signal is collected by sampling at discrete time points. In this subsection, we develop a discrete formalism of the mathematical models presented in the last section.

In our proposed channel estimation and equalization algorithms, we process one symbol duration at a time. Thus we present the discrete mathematical model for one symbol duration. We denote the discrete frequency-domain transmit signal by $A$, and its entries are indexed by the index of the orthogonal subcarriers, i.e. $k$. Thus, $A$ is a discrete counterpart of frequency domain transmit signal $\hat{s}$. We denote the discrete time-domain baseband transmit signal by $x$, and it is indexed by the discrete time points $k$ over one symbol duration. Thus, $x$ is the discrete counterpart of the continuous time domain transmit signal $s$. In an OFDM transmission setup, the discrete baseband time-domain transmit signal is given
by inverse discrete Fourier transform of the discrete frequency-domain signal, see equation (2.10), and if a cyclic prefix is used then see equation (2.11). The inverse discrete Fourier transform is performed by IFFT algorithms, which is a $O(K \log K)$ algorithm, where $K$ is the total number of subcarriers.

We denote the discrete time-domain receive signal by $y$, and it is indexed by the sampling index $n$. Thus, $y$ is a discrete counterpart of the time-domain receive signal $r$. We consider that the transmission and the reception synchronized by a known time lag, so we can safely assume the same index $k$ for the signal samples at the transmitter and the receiver. We denote the discrete frequency-domain receive signal by $Y$, and it is indexed by $k$.

We denote the discrete time-domain channel matrix by $H$. The rows and the columns are indexed by the sampling index $k$. Thus the time-domain transmit-receive signal relation in the discrete setup is given by

$$y = Hx + w,$$  \hspace{1cm} (2.23)

where $w$ is the discrete time domain noise process. Applying the Discrete Fourier Transform (DFT) operator $F$ on either side of equation (2.23), we get the discrete frequency-domain transmit receive relation as

$$Y = \hat{H}A + W,$$  \hspace{1cm} (2.24)

where, $\hat{H} = FHF^*$ is the frequency domain channel matrix.

**Frequency Selective Channels**

For the simple case of frequency selective channels, the receive signal is the result of convolution with a finite impulse response (FIR) filter, see equation (2.12). Thus we represent the channel matrix for a frequency selective channel as a circulant matrix. Fig. 2.4(a) shows the absolute values of a typical frequency-selective channel matrix of size $128 \times 128$. The channel matrix is banded with the bandwidth equal to the maximum discrete time delay $L$, given by

$$L = \frac{T_{\text{max}}}{T_s},$$  \hspace{1cm} (2.25)

where $T_s$ is the sampling time gap. The entries in the upper right corner are due to the cyclic-prefix. Fig. 2.4(b) shows absolute values of the same channel matrix, but in the frequency domain. The channel matrix in the frequency domain is diagonal, because it is a circulant matrix conjugated by the DFT matrix.
For the general case of doubly-selective channels, which occur due to the multipath delay and the Doppler effect, the wireless channel act like a time-varying filter. That is, an FIR in which the filter coefficients are changing with time. Fig. 2.5(a) shows the absolute value of a matrix in the time domain which represents a time-varying FIR. This doubly-selective wireless channel is simulated for a normalized Doppler of 18%. The matrix is banded, and the bandwidth is determined by the maximum discrete time delay $L$. The
In the time domain
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Figure 2.5: The support of a doubly selective channel matrix.

non-zero values in the upper right corner of the matrix are due to the cyclic-prefix. Fig. 2.5(b) shows
the absolute value of the same matrix, but in the frequency domain. We notice that the matrix in the
frequency domain is no more diagonal for a Doubly selective channel. The off-diagonal entries in the
same figure also demonstrate the effect of intercarrier interference in a doubly-selective channel.

2.6 Formulation of the Problems

In this section we develop a mathematical formulation of the problems addressed in this dissertation.
First we address the problem of wireless channel estimation, and next the problem of receive signal
equalization using the estimated wireless channel matrix.

2.6.1 Channel Estimation

The problem of channel estimation is to approximately compute the entries of the channel matrix or
parameters defining the channel matrix. Accurately estimated channel is required for equalization of the
receive signal. Channel estimation amounts to approximately identifying any one of the system functions
like $S_H(\tau, \nu)$, $h(t, \tau)$, or discrete channel matrices like $H$, or $\hat{H}$. The relationships between all the system
functions that define time varying channels [3] imply that estimation of any one of them is sufficient for
equalization of the receive signal. Identifying any channel matrix by its entries is difficult, because of the
bandwidth limitations in wireless communication. Generally, a model is assumed to describe the wireless
channel, and the parameters of the model are estimated.
For frequency-selective channels, the channel matrix $H$ is determined by $L$ FIR filter coefficients. Thus the channel estimation amounts to approximate computation of the filter coefficients. Moreover, for frequency selective channels, the channel matrix in the frequency domain $\hat{H}$ is diagonal. Thus another approach for channel estimation is to estimate the diagonal elements of $\hat{H}$. Generally, in this approach, a few of the diagonal elements of $\hat{H}$ are computed using pilot information, and the remaining diagonal elements are approximated by interpolation.

For doubly-selective channels, a popular approach is to model the channel taps $h_l$ as combination of suitable basis functions, see [49, 15, 54, 45]. This approach is known as the the Basis Expansion Model (BEM). With a BEM wireless channel estimation amounts to approximate computation of the coefficients in the expansion of the channel tap as linear combination of the known basis functions.

Wireless channel estimation is done in two ways, blind estimation and pilot-aided estimation. Pilot aided estimation usually employs some subcarriers with known values while transmitting the signal. That is, some of the values of the discrete frequency domain transmit signal $A$ are set with known values before modulation (2.10). These reserved subcarriers are known as the pilot carriers, and the values of the pilot carriers are known as the pilot values. At the receiver end, the pilot information is used to estimate the channel. The other type of estimation, which does not use pilot information, is known as blind channel estimation. In this dissertation, we only focus on pilot-aided estimation methods.

In this dissertation, notation of every estimated object will be distinguished from the exact object with a tilde (\tilde) above the symbol of the exact object. For example, the discrete frequency domain transmit signal is denoted by $A$, and the estimated discrete frequency domain transmit signal is denoted by $\tilde{A}$.

In Chapter 3 we present some of the classical and contemporary channel estimation algorithms. In Chapter 4 we present a novel channel estimation algorithm for doubly-selective channels using a Basis Expansion Model.

2.6.2 Equalization

The signal received at the receiver end is the effect of the wireless channel and added noise, see equation (2.23) and equation (2.24). The purpose of equalization is to recover the time-domain transmit signal $x$, or the frequency-domain transmit signal $A$ from the receive signal $y$, and the estimated wireless channel. An OFDM-type system transmits by modulating data with discrete orthogonal frequencies. Before modulation, the information bits are first mapped to a fixed constellation (alphabet), like 4QAM, QPSK. In practice, data bits are encoded with an error correcting code before transmitting. They are later decoded after the signal is equalized at the receiver end.

For a time invariant frequency selective channel, the channel matrix in the frequency domain $\hat{H}$ is diagonal. The entries of the diagonal matrix $\hat{H}$ are called the frequency attenuations. In this setup, equalization is best done by pointwise division of the receive signal by the corresponding frequency attenuation. This method of equalization is known as single-tap (ST) equalization. In the presence
of added noise in the system, ST equalization is optimal in the least squares sense for time invariant frequency selective channels.

For time varying doubly selective channels, the frequency domain channel matrix $\hat{H}$ is no more diagonal, which causes ICI during equalization. Equalization for such a wireless channel is difficult, and we address this problem in this dissertation. Even if the exact channel matrix $H$ is known, the added noise in the receive signal $y$ makes equalization difficult. Moreover, commercial hardware devices expect equalization to be done in a very short time, which prevents us from using $O(K^3)$ algorithms for solving linear systems. In Chapter 5 we propose a fast algorithm for regularized equalization.

In Chapter 3 we present some of the classical and recent equalization methods for the OFDM setup. In Chapter 5 we present a novel equalization algorithm for doubly-selective wireless channels using a Basis Expansion Model. The proposed method has several desirable features, for example, it uses the estimated BEM coefficients directly, without ever creating the channel matrix, and computes a regularized solution.

### 2.7 Related Mathematical Research Areas

In this section, we discuss mathematical research areas related to the problems we are addressing in this dissertation. There are several mathematical research areas related to the problems of channel estimation and equalization, we mention some of them, which we use heavily in solving the problems in this dissertation. Specifically, we discuss a resolution of the Gibbs phenomenon in Subsection 2.7.1, solution of linear systems in Subsection 2.7.2, and low precision numerical methods in Subsection 2.7.5. At the end, Subsection 2.7.6, we provide an short overview of other related research areas.

#### 2.7.1 Resolution of the Gibbs Phenomenon

Pilot assisted methods are already available for computation of the Fourier coefficients of the channel taps $h_l$ of doubly selective channels [45, 29, 21]. In Chapter 4, we propose a fast and accurate algorithm for estimation of the Fourier coefficients of the channel taps. The channel taps are generally non-periodic analytic functions. Reconstruction of channel taps with the estimated Fourier coefficients are inadequate because of the Gibbs phenomenon.

As stated in [17], “The inability to recover point values of a nonperiodic, but otherwise perfectly smooth, function from its Fourier coefficients is the Gibbs phenomenon”. There are several methods for mitigating the Gibbs phenomenon, see [17] for a detailed survey. Most of the methods can be classified either as filtering in the frequency domain or as projection in the time domain. In our work we use a projection in the time domain approach to resolve the Gibbs phenomenon. In our problems, the number of Fourier coefficients available is very small, limited by the number of pilot carriers. In such a case projection of trigonometric polynomials on Gegenbauer polynomials is a very effective method for resolving the Gibbs phenomenon, see [17].
2.7.2 Solution of Linear Systems

The theory of linear systems is a branch of linear algebra, see [16], [11], [48], a subject which is fundamental to modern mathematics. Computational algorithms for finding the solutions are an important part of numerical linear algebra, and such methods play a prominent role in engineering, physics, chemistry, computer science, and economics. Let us consider the linear system derived from the time-domain transmit-receive relation (2.23) by ignoring the noise component,

\[ Hx = y. \] (2.27)

Thus matrix \( H \) is of size \( K \times K \), and \( x, y \) are vectors of length \( K \). Solution of the linear system (2.27) amounts to finding \( x \) given the \( K \times K \) matrix \( H \) and the vector \( y \) of size \( K \). This is a formulation of a square system system, where there is \( K \) unknowns and \( K \) equations. Linear systems with more equations than unknowns are known as overdetermined systems. Linear systems with fewer equations than unknowns are known as underdetermined systems. For problems addressed in this dissertation, we mostly need square systems.

There are several algorithms available for solution of the linear system given by the equation 2.27, see [16]. Depending on sparsity and structure of the matrix \( H \), several algorithms can be employed for finding the solution \( x \). Most of the algorithms are categorized into two main types, direct and iterative. Direct methods include solution by Gaussian elimination, which uses the LU decomposition of the matrix \( H \). A stable solution is achieved by using a LU decomposition of \( H \) with partial pivoting or complete pivoting. Similarly, the solution \( x \) can be found by the QR factorization of \( H \). A completely different approach is often taken for very large systems. The idea is to start with an initial approximation to the solution, and to change this approximation in several steps to bring it closer to the true solution. Once the approximation is sufficiently accurate, this is taken to be the solution to the system. This leads to the class of iterative methods. Examples of iterative methods are GMRES, LSQR, CG etc.

The linear systems that we address in this dissertation are of size \( 256 \times 256, 512 \times 512, 1024 \times 1024 \), or even larger. The solution is required to be computed in real time of around \( 100 \mu s \) or less. Thus we cannot employ direct methods which use \( O(K^3) \) operations. We use iterative methods for our purpose. In the next section, we describe Krylov subspace based iterative methods.

2.7.3 Krylov Subspace Based Methods

The order-\( i \) Krylov subspace generated by a \( K \times K \) matrix \( H \) and a vector \( y \) of dimension \( K \) is the linear subspace spanned by the images of \( y \) under the first \( i \) powers of \( H \) (starting from \( H^0 = I \)), that is,

\[ K(H, y, i) = \text{span}\{y, Hy, H^2y, \ldots, H^{i-1}y\}. \] (2.28)

In a Krylov subspace based method for solution of a linear system, each approximate solution of \( x \) is sought within an increasing family of Krylov subspaces. In this dissertation, we use two most commonly used Krylov subspace based method for solution of linear systems, namely GMRES [39] and LSQR [34].
At the $i$th iteration, GMRES constructs an approximation within the subspace

$$\mathcal{K}(H, y, i) = \text{Span}\{ y, Hy, H^2y, \ldots, H^{(i-1)}y \}. \quad (2.29)$$

whereas LSQR within the subspace

$$\mathcal{K}(H^H H, H^H y, i) = \text{Span}\{ H^H y, (H^H H)^H y, \ldots, (H^H H)^{(i-1)} H^H y \}. \quad (2.30)$$

These methods use the number of iterations as a regularization parameter. In the next two paragraphs, we give a detailed description of GMRES [39] and LSQR [34]. We consider the linear system presented in equation (2.27).

**GMRES**

GMRES approximates the exact solution of (2.27) by the vector $x_i \in \mathcal{K}(H, y, i)$ that minimizes the norm $\| r_i \|_2$ of the residual

$$r_i = Hx_i - y. \quad (2.31)$$

The vectors $y, Hy, \ldots, H^{(i-1)}y$ are not necessarily orthogonal, so the Arnoldi iteration is used to find orthonormal basis vectors $q_1, q_2, \ldots, q_i$ for $\mathcal{K}(H, y, i)$. Subsequently, the vector $x_i \in \mathcal{K}(H, y, i)$ is written as $x_i = Q_ib_i$, where $Q_i$ is the $K \times i$ matrix formed by $q_1, \ldots, q_i$, and $b_i \in \mathbb{C}^i$.

The Arnoldi process also produces an $(i + 1) \times i$ upper Hessenberg matrix $H_i$ which satisfies

$$H_i Q_i = Q_{i+1} H_i. \quad (2.32)$$

Because $Q_i$ has orthogonal columns, we have

$$\| Hx_i - y \|_2 = \| H_i b_i - \beta e_1 \|_2, \quad (2.33)$$

where $e_1 = (1, 0, 0, \ldots, 0)$, and $\beta = \| y \|_2$.

Therefore, $x_i$ can be found by minimizing the norm of the residual

$$r_n = \beta e_1 - H_i b_i. \quad (2.34)$$

This is a linear least squares problem of size $i$, which is solved by using the QR factorization. One can summarize the GMRES method as follows.

At every step of the iteration:

1. Do one step of the Arnoldi method.
2. Find the $b_i$ which minimizes $\| r_i \|_2$ using the QR factorization at a cost of $O(i^2)$ flops.
3. Compute $x_i = Q_i b_i$.
4. Repeat if the residual is not yet small enough.
LSQR

LSQR is an iterative algorithm for the approximate solution of the linear system (2.27). In exact arithmetic, LSQR is equivalent to the conjugate gradient method for the normal equations $H^H H x = H^H y$.

Specifically, at the $i$th iteration, one constructs a vector $x_i$ in the Krylov subspace $\mathcal{K}(H^H H, H^H y, i)$ that minimizes the norm of the residual $\|Hx_i - y\|_2$.

LSQR repeats two steps: the Golub-Kahan bidiagonalization and the solution of a bidiagonal least squares problem. The Golub-Kahan bidiagonalization [16] constructs vectors $u_i, v_i$, and positive constants $\alpha_i, \beta_i$ ($i = 1, 2, \ldots$) as follows:

1. Set $\beta_1 = \|y\|_2$, $u_1 = y/\beta_1$, $\alpha_1 = \|H^H y\|_2$, $v_1 = H^H y/\alpha_1$.

2. For $i = 1, 2, \ldots$, set
   
   $\beta_{i+1} = \|Hv_i - \alpha_i u_i\|_2$, $u_{i+1} = (Hv_i - \alpha_i u_i)/\beta_{i+1}$,
   
   $\alpha_{i+1} = \|H^H u_i - \beta_i v_i\|_2$, $v_{i+1} = (H^H u_i - \beta_i v_i)/\alpha_{i+1}$.

The process is terminated if $\alpha_{i+1} = 0$ or $\beta_{i+1} = 0$.

In exact arithmetic, the $u_i$’s are orthonormal, and so are the $v_i$’s. Therefore, one can reduce the approximation problem over the $i$th Krylov subspace to the following least square problem:

$$\min_{w_i} \|B_i w_i - [\beta_1, 0, 0, \ldots]^T\|_2,$$

where $B_i$ is the $(i+1) \times i$ lower bidiagonal matrix with $\alpha_1, \ldots, \alpha_i$ on the main diagonal, and $\beta_2, \ldots, \beta_{i+1}$ on the first subdiagonal. This least squares problem is solved at a negligible cost using the QR factorization of the bidiagonal matrix $B_i$.

Finally, the $i$th approximate solution is computed as

$$x_i = \sum_{j=1}^{i} w_i(j) v_j.$$

The second LSQR step solves the least squares problem (2.35) using the QR factorization of $B_i$. The computational costs of this step are negligible due to the bidiagonal nature of $B_i$. Furthermore, [34] introduced a simple recursion to compute $w_i$ and $x_i$ via a simple vector update from the approximate solution obtained in the previous iteration.

2.7.4 Preconditioning

Preconditioners are used to accelerate convergence of iterative solvers by replacing a given matrix with one that has closely clustered eigenvalues, see [16], section 10.3. An approximate inverse of the matrix is commonly used as a preconditioner, resulting in the eigenvalues clustered around the point $z = 1$ in the complex plane. Algebraically, there are two types of preconditioners, namely a left preconditioner, and right preconditioner.

A right preconditioner $P_R$ of the linear system in equation 2.27, is used in the following manner:

$$H P_R P_R^{-1} x = y$$

$$\tilde{H} \tilde{x} = y.$$
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where $\tilde{H} = HP_R$, $\tilde{x} = P_R^{-1}x$. First equation (2.38) is solved for $\tilde{x}$, and then we set:

$$\tilde{x} = P_R^{-1}x.$$  \hfill (2.39)

Similarly, a left preconditioner $P_L$ of the linear system in equation 2.27, is used in the following manner:

$$P_LHx = P_Ly$$  \hfill (2.40)

$$\tilde{H}x = \tilde{y}.$$  \hfill (2.41)

Equation (2.41) is solved for $x$.

One commonly used preconditioner for linear systems is the Jacobi preconditioner. The classical Jacobi method uses the diagonal of a matrix $H$ to form a diagonal preconditioner. Other commonly used preconditioner uses an incomplete LU factorization and incomplete Cholesky factorization, see [16] for more details. In Chapter 5 we introduce a preconditioner suitable for wireless channels modeled using a BEM.

### 2.7.5 Effective Numerical Precision

Wireless communications receive signals always have unaccountable additive noise. Such noise arises due to several factors, e.g., inaccuracies in the measurement, unknown magnetic fields in the surroundings. Inaccuracy in modeling of the wireless channel also contributes to noise. Generally, the Signal to Noise Ratio (SNR) of the receive signal is around 15 dB, i.e., the ratio between the power of the signal to the power of the noise is around 30. Thus on an average, the 5th bit of receive signal is unreliable and corrupted by noise. With certain probability, depending on the actual distribution of the noise, the 4th and the 3rd bit of the receive signal may also be corrupted due to noise. Thus effectively the precision of the receive signal is not determined by the width of the register used to store the sampled receive signal, rather it is determined by the level of noise. Thus the precision of the receive signal is very low, only few correct bits are available for further signal processing. Numerical methods which are suitable for computing with full or double precisions, conforming with conventional IEEE 754 standard, might not work properly with signals with noise.

The transmit information are quantized using certain alphabets, e.g., 4QAM, BPSK etc.. For example, if 4QAM is used to quantize the transmit signal, then to recover the transmit information at the receiver end, we only need to recover the first bit correctly (using the two’s complement, big-endian representation). Getting the first significant bit correct from the noisy receive signal is a challenge, because in the receive signal only very few correct bits are available. To deal with noisy receive signal, we always try to keep the condition number of the pertinent linear operators as small as possible, and try to use regularized methods whenever possible. For example, an operation with condition number of $100 = O(2^6)$ is not desirable, because such operator likely corrupts the first significant bit if applied to a signal with SNR of 15dB.
2.7.6 Other Related Research

In this dissertation, we focus on two main problems related to wireless communications, i.e. wireless channel estimation and equalization. There are other research areas which address the problems related to fast and reliable wireless communications systems. In this subsection, we present a very concise overview of two such related research areas, namely modeling of wireless channels, and error correcting codes.

Modeling of Wireless Channels

Modeling of wireless channels is a fundamental task for wireless channel estimation and equalization. Proper modeling of wireless channels is required for computer simulations, which are further used for testing algorithms for wireless channel estimation and equalization. In [3, 4], one can find a detailed treatment on modeling of wireless channels, their characterization in the time and the frequency domains, and also their representations as stochastic processes with certain characteristics. Detailed algorithms for simulation of wireless channels with certain characteristics can be found in [25], and [40].

Forward Error Correction

In telecommunication and information theory, forward error correction (FEC) is a system of error control for data transmission, whereby the sender adds redundant data to its messages, FEC is also known as an error correction code. For example, the redundancy with factor 2 is called 1/2-FEC, or FEC with code rate 1/2. This allows the receiver to detect and correct errors to a certain degree without the need to ask the sender for additional data. The advantage of forward error correction is that a request for retransmission is not required at the cost of higher bandwidth. FEC is therefore applied in situations where retransmissions are relatively costly or impossible, like digital video broadcasting. Generally, FEC circuits are often an integral part of the analog-to-digital conversion process, also involving digital modulation and demodulation, e.g. IEEE 802.11 a-g. There are several ways of doing forward error correction. The most popular are convolution coding, Reed-Solomon coding, low-density parity check coding etc..

At the receiver, the decoding is done, using the parameters (known as codes) used for FEC. The maximum fraction of errors that can be corrected is determined in advance by the design of the code, so different forward error correcting codes are suitable for different conditions. Detection depends on the algorithm used for decoding. The two most frequently used decoding algorithms are the BCJR algorithm [2] and the Viterbi algorithm [50].

Turbocoding is a scheme that combines two or more relatively simple convolutional codes and an interleaver to produce a block code that can perform to within a fraction of a decibel of the Shannon limit. In this dissertation, we used turbo coding as FEC. The reported BERs are after decoding with the BCJR algorithm. We use turbocoding parameters conforming to the standard IEEE 802.16e.
2.8 Measurements of Transmission Quality

For testing and comparing quality of wireless channel estimation and equalization methods, several measures are available. The most common among them are Symbol Error Rate (SER), Bit Error Rate (BER), and Normalized Mean Square Error (NMSE).

The SER is the ratio of the number of incorrect symbols (QPSK, 4QAM) received to the number of transmitted symbols. The BER is the fraction of the number of incorrect bits received compared to the number of all transmitted bits. Generally, the BER is measured whenever an error correcting code is used. The SER and the BER are used mainly to measure the quality of equalization algorithms. Obviously, they also reflect the performance of the wireless channel estimation used in conjunction with the equalization algorithm. To assess the quality of equalization methods independently of the channel estimation algorithm, the exact wireless channel is used for equalization. This is only possible in a computer simulation study. The NMSE is used for measuring the quality of the estimation only. The NMSE is computed as the power of the error in estimating wireless channel tap compared to the total power of the channel taps. Typically, the NMSE is expressed in decibels. Computation of NMSE is only possible in a computer simulation study.

In this dissertation, we use both the BER and the NMSE to measure the quality of wireless channel estimation and equalization methods.
Chapter 3

Channel Estimation and Equalization: Classical and Contemporary Algorithms

3.1 Introduction

In this chapter, we discuss presently available algorithms for wireless channel estimation and equalization with OFDM systems. Some of these algorithms are used for OFDM based wireless devices, like WLAN (wireless local area network). First, we discuss channel estimation algorithms, and then equalization algorithms. We discuss only pilot-aided algorithms that do not use any statistical information about channel, data or noise.

3.2 Channel Estimation

As discussed in Chapter 2, wireless channel estimation amounts to approximate computation of the entries of the wireless channel matrix, or approximate computation of certain parameters that describe the wireless channel. We consider the transmit-receive signal relation in the time domain as derived in the equation (2.23):

\[ y = Hx + w, \]

where \( y \) is the time-domain receive signal, \( H \) is the time-domain channel matrix, \( x \) is the time-domain transmit signal, and \( w \) is an additive noise process. In an OFDM based transmission, the time-domain transmit signal is generated from the frequency-domain transmit signal \( A \) using an inverse discrete Fourier transform, see equation (2.10) and equation (2.11). Pilot aided channel estimation methods employ some part of the frequency-domain transmit signal \( A \) for transmitting pilot information, and the remaining part is used for data transmission. That is certain OFDM subcarriers are used to transmit
pilot information, and rest of the subcarriers are used to transmit data. The pilot information is known at the receiver, and the receiver uses the pilot information to approximately compute the channel matrix.

### 3.3 Frequency Selective Channel

In wireless communications systems, the transmitted signal typically propagates via several different paths from the transmitter to the receiver. This is caused by reflections of the electromagnetic radio waves from the surrounding buildings or other obstacles, and is commonly known as multipath propagation. Each multipath component of the electromagnetic wave has a different relative propagation delay and path loss. At the receiver, the multipath effect results in a filtering effect on the transmit signal. In the frequency domain, different frequencies of the modulated waveform experience different attenuations and phase changes. Such wireless channels are known as frequency-selective channels. On the other hand, wireless channels with frequency-selective fading and Doppler effect due to transmitter-receiver mobility are much more complex. They are known as doubly-selective channels, see Section 3.7 for detail.

We consider the time-domain transmit-receive relation as in equation (3.1). For a frequency-selective wireless channel, the time-domain channel matrix $H$ represents a time-invariant finite impulse response (FIR) filter. Equivalently, $H$ is a circulant matrix, with non-zero entries on a band at and below the diagonal and on a triangular region at the upper right corner of the matrix. The non-zero entries on a rectangular region at the upper right corner of the matrix represents the cyclic nature of the FIR, which is achieved using cyclic prefix at the transmission. The frequency-domain transmit-receive relation is derived from the time-domain transmit-receive relation by applying the discrete Fourier transform on both sides of the equation (3.1)

$$Fy = FHF^*Fx + Fw$$

$$Y = DA + W,$$

where $F$ denotes the discrete Fourier transform operator, and $D$ denotes the frequency domain channel matrix. Evidently, for a frequency-selective channel, the frequency-domain channel matrix $D$ is diagonal. The $i$th diagonal entry of the matrix $D$ is generally called the frequency attenuation at the $i$th subcarrier.

Channel estimation for frequency-selective channels is done both in the time domain and in the frequency domain. In the time domain, channel estimation amounts to identifying the filter coefficients, that forms the circulant matrix $H$, see Section 3.6 for details. In the frequency domain, channel estimation amounts to identifying the diagonal entries of the matrix $D$, see Section 3.5 for more details.

### 3.4 Pilot Arrangement

For rapidly-varying channels, pilot assisted channel estimation methods are popular and reliable. For a pilot assisted channel estimation method for OFDM systems, arrangement of the pilot subcarriers and their values is crucial for the overall performance. The subcarriers transmitting pilot information
are often called pilot tones. The pilot information is used at the receiver end to estimate the wireless channels. By pilot information, we mean the position of the pilot subcarriers, and the values which modulate those subcarriers. Increasing the number of pilot tones improves estimation of the wireless channel, but the final throughput of the system decreases. In this section, we describe different pilot arrangements that are used in practice.

**Block-Type**

A block-type pilot arrangement requires inserting pilot tones into all of the subcarriers of a specific OFDM symbol. Remaining OFDM symbols are used for data transmission. Fig. 3.1 illustrates a pilot tones arrangement over OFDM subcarriers and OFDM symbols for a block type pilot arrangement. Block-type pilot channel estimation has been developed under the assumption of a slowly varying channel. In addition to the block-type pilot, a decision feedback equalizer is generally used in practice to boost the performance of the system. WLAN, which conforms to the standard IEEE 802.11a, uses a block type pilot arrangement for channel estimation.

**Comb-Type**

A comb-type pilot arrangement requires inserting pilot tones into all OFDM symbols. With a comb-type pilot arrangement, some of the subcarriers of an OFDM symbol are pilot tones, and the remaining ones are data carriers. Fig. 3.2 illustrates a typical pilot arrangement over OFDM subcarriers and OFDM symbols for a comb type pilot arrangement.

The comb-type pilot channel estimation has been introduced to satisfy the need for equalizing when the channel changes withing one OFDM block. Channel estimation algorithms that uses a comb-type pilot arrangement estimates the frequency attenuation at pilot subcarriers and then interpolate the estimated values of the attenuations over the data carrying frequencies. WLAN, which conforms to the standard IEEE 802.11g, uses a comb type pilot arrangement for channel estimation.
Figure 3.2: An illustration of the comb-type pilot arrangement with $K = 16$ subcarriers (‘○’ represents data symbols and ‘•’ represents pilot symbols).

Figure 3.3: An illustration of the hybrid-type pilot arrangement with $K = 16$ subcarriers (‘○’ represents data symbols and ‘•’ represents pilot symbols).

Hybrid Type

For several applications, a hybrid pilot arrangement is used, which has both the properties of the block-type and the comb-type arrangements, see Fig. 3.3 for illustration. Such pilot arrangement is used with multiuser WiMAX which conforms to the standard IEEE 802.16a.

Frequency Domain Kronecker Delta (FDKD)

For rapidly varying doubly-selective wireless channel estimation, a comb-type pilot arrangement is preferred. However, the arrangement of the pilot subcarriers is generally different from the one described in Fig.3.2. A uniformly distributed blocks of pilot sub-carriers are generally used. The number of blocks and arrangement of blocks are generally specific to the estimation algorithm and the anticipated severity of the ICI. A popular and typical arrangement of blocks, where only the middle pilot subcarrier has non-zero power, and the neighboring pilots have zero power, is known as the frequency domain Kronecker delta (FDKD) pilot arrangement, see [26, 27] for details. Fig. 3.4 illustrates an FDKD pilot arrangement as discussed above. Within a block of pilot carriers, the carriers at the boundaries interfere with the data subcarriers. The FDKD pilot arrangement reduces such interference. Applications like DVB-T use such
Figure 3.4: An illustration of the pilot arrangement for doubly selective channels with $K = 16$, (‘○’ represents data symbols and ‘●’ represents pilot symbols). For FDKD pilot arrangement, only the central pilot in each block is non-zero.

a pilot arrangement for channel estimation. An optimal distribution of power between the pilot and the data subcarriers is still an open problem.

3.5 Frequency Domain Channel Estimation

In this section, we investigate frequency-selective wireless channel estimation in the frequency domain. Further details of pilot assisted estimation of frequency-selective channels can be found in [10]. The frequency-selective wireless channel matrix are diagonal in the frequency domain, see equation (3.3).

Estimation With Block Type Pilot Arrangement

In block-type pilot-based wireless channel estimation, OFDM pilot symbols are transmitted periodically, in which all subcarriers are used as pilots. If the wireless channel is constant across the block, i.e. the duration of transmission between two pilot symbols, then there is no channel estimation error. Channel estimation can be performed by using either the least squares (LS) approach, or the minimum mean square approach (MMSE), see [23, 10, 13].

The MMSE based channel estimation requires the second order statistical information about the channel and the transmitted data. We do not explain MMSE based estimation method any further, see [10, 13] for details.

The LS estimation of the frequency domain channel matrix $\mathbf{D}$ at pilot symbols is given by

$$\tilde{\mathbf{D}}(k, k) = \frac{\mathbf{Y}(k)}{\mathbf{P}_k}, \quad k = 1, \ldots, K. \quad (3.4)$$

We assume here that the $k$th subcarrier of the pilot symbol is modulated with a pilot value $\mathbf{P}_k$.

When the channel is slowly varying, channel estimation inside the block can be updated using a decision feedback equalizer at each sub-carrier. Decision feedback equalizer for the $k$th subcarrier is described as follows:
The channel attenuation at the $k$th subcarrier estimated from the previous OFDM symbol $D(k, k)$ is used to find (equalize) the frequency domain transmitted signal at the $k$th subcarrier, i.e. $A(k)$ in the following way:

$$\tilde{A}(k) = \frac{Y(k)}{D(k, k)}, \quad k = 1, \ldots, K. \quad (3.5)$$

- $A(k)$ are mapped to the alphabets used, i.e. 4QAM, PSK, etc., as $A_{\text{pure}}(k)$.

- The estimated channel attenuation at the $k$th subcarrier is then updated in the following way:

$$\tilde{D}(k, k) = \frac{Y(k)}{A_{\text{pure}}(k)}, \quad k = 1, \ldots, K. \quad (3.6)$$

Since the decision feedback equalizer has to assume that the decisions are correct, i.e. symbols are correctly mapped after quantization, the fast varying channel causes a significant loss of the estimated channel parameters.

### Estimation With Comb Type Pilot Arrangement

In comb-type pilot based channel estimation, the pilot subcarriers are uniformly inserted into every OFDM symbol according to a certain pattern. A common pattern of pilot arrangement with $N_p$ pilots is as follows

$$A(k) = A(m \frac{K}{N_p} + l) = \begin{cases} 
  p_m, & l = 0 \\
  \text{data}, & l = 1, \ldots, \frac{K}{N_p} - 1,
\end{cases} \quad (3.7)$$

where $p_m$ is the pilot value at the $m$th pilot subcarrier, which is the $m\frac{K}{N_p}$-th subcarrier of the OFDM symbol. $D(m \frac{K}{N_p}, m \frac{K}{N_p}), \quad m = 1, \ldots, N_p$, are the channel attenuations at the pilot sub-carriers. The LS estimate of the channel attenuations at pilot sub-carriers, see (3.4) is given by:

$$\tilde{D}(m \frac{K}{N_p}, m \frac{K}{N_p}) = \frac{Y(m \frac{K}{N_p}, m \frac{K}{N_p})}{p_m}, \quad m = 1, \ldots, N_p. \quad (3.8)$$

LS estimation is susceptible to noise and ICI, so as a remedy, MMSE estimation is used. However, MMSE estimation requires matrix inversion and second order statistical information about the channel at the transmitted data.

In comb-type pilot based channel estimation, an efficient interpolation technique is necessary in order to estimate the channel (frequency attenuations) at data subcarriers by using the estimated channel information at pilot subcarriers. Several interpolation methods are used for the purpose. Commonly used interpolation methods are done with piecewise-constant functions, linear functions, quadratic functions, cubic splines and low-pass interpolation. We present the performance obtained in numerical simulations by different interpolation techniques in Section 3.11 of this chapter.

### 3.6 Time Domain Channel Estimation

Frequency selective channel estimation in the time domain is not as common as estimation in the frequency domain. A study of wireless channel estimation in the time domain, and its comparison with the
frequency domain approach is presented in [32]. In this section, we present an estimation algorithm for frequency selective channels in the time domain, as considered in [32]. We consider the transmit-receive signal relation in the time domain as derived in the equation (2.23):

\[ y = Hx + w, \] (3.9)

where \( y \) is the time-domain receive signal, \( H \) is the time-domain channel matrix, \( x \) is the time-domain transmit signal, and \( w \) is an additive noise process. In the time domain, frequency-selective channels are modeled as FIR filters, and the banded circulant matrix representing the FIR filters serves are the channel matrix. Thus for a frequency-selective wireless channel, the time domain relation (3.9) can be equivalently expressed as

\[ y = h * x + w, \] (3.10)

where \( h \) is the time invariant channel filter of length equal to the maximum delay due to multipaths, i.e. \( \tau_{\text{max}} \), and \( w \) is the additive noise process. Thus estimating the channel over an OFDM symbol is equivalent to estimating \( \tau_{\text{max}} \) coefficients of the FIR filter \( h \).

For the estimation of \( \tau_{\text{max}} \) unknown filter coefficients, \( \tau_{\text{max}} \) pilots subcarrier are used per OFDM symbol. Consider the same comb type pilot arrangement described using equation (3.7) with the number of pilots \( N_p \) set equal to the number of discrete multipaths \( \tau_{\text{max}}, \) that is

\[ \mathbf{A}(k) = \mathbf{A}(m \frac{K}{\tau_{\text{max}}} + l) = \begin{cases} p_m = p, & l = 0 \\ \text{data}, & l = 1, \ldots, \frac{K}{\tau_{\text{max}}} - 1. \end{cases} \] (3.11)

In this pilot arrangement, we modulate all the pilots tones with same value \( p \). An obvious requirement for feasibility of equation (3.11) is that \( \tau_{\text{max}} \) is a divisor of \( K \). For practical reasons, like fast DFT using FFT, \( K \) is always set equal to a power of 2. If \( \tau_{\text{max}} \) is not a power of 2, then we set \( \tau_{\text{max}} \) to the nearest power of 2 greater than \( \tau_{\text{max}} \). By doing so, we add some fictitious discrete delays in the wireless channels, with zero power.

Now, with simple algebraic manipulations we get:

\[ \sum_{l=0}^{d-1} y_{(i+ld)} = ph(i), \quad i = 0, \ldots, \tau_{\text{max}} - 1. \] (3.12)

where \( d \) is set equal to \( \frac{K}{\tau_{\text{max}}} \). The estimate for the channel taps becomes obvious:

\[ \hat{h}(i) = \frac{1}{p} \sum_{l=0}^{d-1} y_{(i+ld)}, \quad i = 0, \ldots, \tau_{\text{max}} - 1. \] (3.13)

In Section 3.11 we present results of numerical simulation for the above described estimation method. There are several research works that compare different methods for estimation of frequency selective wireless channels in the time domain and in the frequency domain, see [10, 32]. We notice that estimation of frequency selective channels in the time domain as presented in this section, and estimation in the frequency domain with a low pass interpolation as presented in the previous sections, are algebraically and numerically equivalent.
3.7 Doubly-Selective Channels

In the last two decades, there has been a steady increase in the number of applications utilizing rapidly varying wireless communication channels. Such channels occur due to user mobility in the systems like DVB-T and WiMAX, which have been originally designed for fixed receivers. Such channels are commonly known as doubly-selective channels, because such channels are frequency-selective due to the multipath effect and time-selective due to the Doppler effect. Unlike frequency-selective channels, the channel matrix corresponding to the doubly-selective channels are not diagonal in the frequency domain. The off-diagonal entries in the frequency domain channel matrix lead to intercarrier interference (ICI) in multicarrier communication systems like OFDM. Wireless channel estimation and equalization methods for communication systems encountering doubly-selective channels are need to mitigate the effects of ICI.

The basis expansion model (BEM) is commonly used for modeling doubly-selective channels. With a BEM, the channel taps, i.e. the discrete time-varying filter coefficients of the channel, h, are expressed as linear combinations of certain basis functions. In this dissertation, we use the BEM for wireless channel estimation, as well as equalization. In the next section, we describe the BEM in more detail.

Another way of modeling doubly selective channels is by assuming a banded structure of the channel matrix in the frequency domain. Consider the frequency domain channel matrix given by equation (3.2), i.e.

$$Y = Fy = \mathbf{FHF}^* Fx + Fw.$$  (3.14)

Unlike frequency-selective channels, the frequency domain channel matrix $\mathbf{\hat{H}} = \mathbf{FHF}^*$ of the doubly-selective channel is not diagonal anymore. Instead, the frequency domain channel matrix $\mathbf{\hat{H}}$ is approximated as a banded matrix. Alternatively, this approach can be interpreted as approximating ICI only of a few neighboring subcarriers. Such a model for doubly-selective wireless channels and has been exploited for equalizer design, see [47, 37]. ICI-shaping, which concentrates the ICI power within a small band of the channel matrix, is described in [47, 41].

3.8 Basis Expansion Model

The basis expansion model (BEM) is a commonly used method for modeling time-varying doubly-selective channels. With a BEM, the time-varying channel taps, i.e. the time-varying filter coefficients of the doubly-selective channels, $h_l$, are expressed as linear combinations of certain basis functions. Thus the $l$-th discrete channel tap $h_l$ is modeled as:

$$h_l = \sum_{m=0}^{M-1} b_{lm} B_m, \quad l = 0, \ldots, L - 1,$$  (3.15)

where $\{B_m\}$ is the set of $M$ basis functions used to express the channel taps, and $L$ is the maximum discrete path delay, see [49, 15, 54, 45, 46, 42, 21]. In this context, channel estimation amounts to an approximate computation of coefficients for the basis functions, i.e. $b_{lm}$. Several methods for wireless
Figure 3.5: Real part of a doubly-selective channel tap, along with real part of Fourier basis and Legendre Polynomial basis.
channel estimation and equalization with the BEM have been proposed. The complex exponential BEM (CE-BEM) [49, 15, 9, 20] uses a truncated Fourier series for modeling of the discrete channel taps. A more suitable exponential basis – complex exponentials oversampled in the frequency domain – is employed by the generalized CE-BEM (GCE-BEM) [29]. A basis of discrete prolate spheroidal wave functions is discussed in [54, 53]. Finally, the polynomial BEM (P-BEM) is presented in [6, 21]. For channels varying on the scale of one symbol duration, pilot-aided channel estimation is studied in [45]. Definitive references on pilot-aided transmission in doubly selective channels are [26, 27].

Fig. (3.5) shows the real part of a discrete channel tap from a doubly-selective channel with 17% normalized Doppler, along with a Fourier basis, i.e. a complex exponential basis, and a basis of Legendre polynomials.

Wireless channel estimation using a BEM within one OFDM symbol duration is described in [45]. With $L$ discrete channel taps, the algorithm has a computational complexity of $O(L^2)$ in operations and memory. In chapter 4, we propose an algorithm for estimation of the BEM coefficients which requires $O(L \log L)$ in operations and $O(L)$ in memory. For example, for mobile WiMAX with $K = 2048$ subcarriers, $L = K/8 = 256$, so the improvement is remarkable. In Chapter 4, and Chapter 5, we perform numerical simulations with different basis functions and different estimation and equalization schemes. We also compare the accuracy of our wireless channel estimation method with the classical methods and also with the method proposed in [45]. The numerical simulations conform to the IEEE 802.16e standard specifications.

### 3.9 Equalization

Equalization is the problem of recovering the transmit signal, $x$ or $A$ from the receive signal $y$ or $Y$. An estimate of the wireless channel is assumed to be known. Thus in the framework of the time-domain transmit-receive relation

$$y = Hx + w,$$

equalization amounts to identifying $x$ from the receive signal $y$ given an estimate of the wireless channel matrix $H$.

Equalization needs to be performed in real time and within primary memory. Desirable properties of a good equalizer are: low computational complexity, low memory usage, robustness to ambient noise, and ability to mitigate intercarrier interference. In the following subsections, we discuss some commonly used equalization methods.

#### 3.9.1 Single-tap Equalization

Single-tap equalization, also known as one-tap equalization is the method of choice for purely frequency-selective channels. With a single-tap equalization, each subcarrier is equalized individually. Frequency-
The selective channel matrix is diagonal in the frequency domain, see equation (3.3), which is

\[ Y = DA + W. \]  

(3.17)

The diagonal entries of the frequency-domain channel matrix \( D \) are efficiently estimated by using pilot information, see Section 3.5 for details. Thus the equalized frequency-domain receive signal is given by

\[ \tilde{A}(k) = \frac{Y(k)}{\hat{D}(k, k)}, \quad k = 1, \ldots, K, \]  

(3.18)

where \( \hat{D} \) is the estimated channel and \( \tilde{A} \) is the equalized frequency-domain transmit signal. In the absence of any further statistical information about the data, single-tap equalization method is optimal in the least squares sense. If an approximate signal to noise ratio (SNR) of the additive noise \( W \) is known, the equalized signal can be improved in the following manner:

\[ \hat{A}(k) = \frac{Y(k)\text{conj}(\hat{D}(k, k))}{|\hat{D}(k, k)| + \frac{1}{SNR}}, \quad k = 1, \ldots, K, \]  

(3.19)

The above equalization method using the SNR is a shrinkage estimator, where a priori knowledge of the signal to noise ratio is used to bound the power of the equalized signal.

### 3.9.2 Doubly Selective Channel Equalization

Basis expansion models (BEM) are used for estimating doubly-selective channels. With a BEM, wireless channel estimation amounts to finding the coefficients of the basis functions used to model the wireless channel taps. Usually, the channel matrix is reconstructed from estimated BEM coefficients and subsequently used in equalization.

With severe ICI, the conventional single-tap equalization in the frequency domain is unreliable, see [36, 30, 38]. Several other approaches have been proposed to combat ICI in transmissions over rapidly varying doubly-selective channels. For example, [8] presents minimum mean-square error (MMSE) and successive interference cancellation equalizers, which use all subcarriers simultaneously. However, the methods are computationally expensive. Alternatively, using only a few subcarriers in equalization amounts to approximating the frequency-domain channel matrix by a banded matrix, and has been exploited for equalizer design, see [47, 37]. ICI-shaping, which concentrates the ICI power within a small band of the channel matrix, is described in [47, 41]. A banded matrix approximation of doubly-selective wireless channels mitigates ICI partially, because intercarrier interference from carriers outside the band is not considered. A low-complexity time-domain equalizer based on the LSQR algorithm is introduced in [22]. This method produces accurate results, but requires \( O(K^2) \) operations and \( O(K^2) \) in memory. In Chapter 5, we present a novel equalization algorithm, that uses the BEM coefficients directly, without ever creating the channel matrix.
3.10 Simulation Setup

In this section we describe our simulation setup for testing of wireless channel estimation and equalization algorithms. In the next section we report the performance of wireless channel estimation and equalization algorithms designed for frequency selective channels. We also report results about performance of those algorithms in doubly-selective wireless channels.

Our simulation parameters conforms mobile WiMAX (IEEE 802.16e), which is an important application of OFDM. The same setup, with different parameters can be used for other applications like digital video broadcasting (terrestrial) DVB-T, wireless access in vehicular environment (WAVE). We simulate a coded OFDM system with $K = 256$ subcarriers, utilizing $B = 2.8$ MHz of bandwidth at a carrier frequency of $f_c = 5.8$ GHz. We use a cyclic prefix of length $L_{cp} = 32$ in order to avoid ISI. Consequently, the sampling period is $T_s = 1/B = 0.357 \mu s$, and the symbol duration is $(K + L_{cp})T_s = (256 + 32) \times 0.357 \mu s = 102.9 \mu s$. The information bits are encoded using a convolutional code of rate $1/2$, passed through an interleaver, and mapped to 4-QAM symbols. See Table 3.1 for a quick reference.

A Rayleigh Fading WSSUS channel with Jakes Doppler spectrum is simulated for testing of the wireless channel estimation and equalization algorithms. We use them MATLAB communication toolbox (V 3.4) for simulation of the wireless channel. Maximum Doppler shifts are calculated using the formula

$$\nu_{\text{max}} = \frac{v}{c} f_c,$$

where $f_c$ is the carrier frequency, $v$ is the relative velocity between receiver and transmitter, $c$ is the velocity of electromagnetic wave. See Table 3.2 for a quick reference.

3.11 Results of Simulations

In this section we report computer simulation results of wireless channel estimation algorithms designed for frequency selective wireless channels. We use single tap equalization with the estimated channel. Wireless channel estimation is done in the frequency domain as well as in the time domain. Since time-domain channel estimation coincides with frequency domain channel estimation combined with low pass

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order of DFT ($K$)</td>
<td>256</td>
</tr>
<tr>
<td>Cyclic Prefix</td>
<td>32</td>
</tr>
<tr>
<td>Symbol duration</td>
<td>102.9 $\mu$s</td>
</tr>
<tr>
<td>Carrier Frequency</td>
<td>5.8 GHz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>5.16 MHz</td>
</tr>
<tr>
<td>Alphabet</td>
<td>4QAM</td>
</tr>
<tr>
<td>Binary coding rate</td>
<td>1/2 with bit interleaving</td>
</tr>
</tbody>
</table>

Table 3.1: Transmission parameters for mobile WiMAX (IEEE 802.16e)
interpolation, we do not plot the curve for time domain channel estimation. Frequency domain channel estimation is done by estimating the frequency attenuation at the pilot carriers, and then interpolating the frequency attenuation over the data carriers. We use linear interpolation, cubic spline interpolation, and low pass interpolation. We report the bit error rate (BER) after decoding with the BCJR algorithm.

Figure 3.6 shows the BER as a function of energy per bit to noise spectral density ($E_b/N_0$). We notice that estimation with low pass interpolation is the best among the three interpolation schemes. All the three curves finally saturate at a high $E_b/N_0$, i.e., at very small ambient noise. We note that linear interpolation has the smallest computational complexity, i.e., $O(K)$, where $K$ is the number of OFDM subcarriers. Complexity of interpolation with cubic splines is a constant factor more that linear interpolation, but still $O(K)$ operations. The low pass interpolation is done using FFT and has a computational complexity of $O(K \log K)$.

Figure 3.7 shows the BER as a function of energy per bit to noise spectral density ($E_b/N_0$), but the simulated wireless channel is generated for a vehicular speed to 20 km/h, which is equivalent to a Doppler shift of 0.13 kHz. The described channel estimation algorithms assume that the frequency domain channel matrix is diagonal. Therefore, the intercarrier interference caused by the Doppler effect

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum vehicular speed</td>
<td>25 km/h</td>
</tr>
<tr>
<td>Maximum path delay</td>
<td>11.4 µs</td>
</tr>
<tr>
<td>Maximum Doppler shift</td>
<td>0.13 kHz</td>
</tr>
<tr>
<td>Average path gain</td>
<td>-2 dB</td>
</tr>
<tr>
<td>Fading</td>
<td>Rayleigh</td>
</tr>
<tr>
<td>Doppler spectrum</td>
<td>Jakes</td>
</tr>
</tbody>
</table>

Table 3.2: Parameters for wireless channel simulation

Figure 3.6: BER vs. $E_b/N_0$ at zero receiver velocity
is treated as a modeling error, and combined with the ambient noise. We observe similar results like in Figure 3.6. The estimation method with low pass interpolation is superior. We notice that curves with low pass interpolation and cubic spline interpolation do not saturate like in Figure 3.6. This is because of the presence of intercarrier interference due to the Doppler effect. The curves are expected to saturate at a higher $Eb/N_0$. 

Figure 3.7: BER vs. $Eb/N_0$ at the receiver velocity of 20 km/h
Chapter 4

Estimation of rapidly varying channels in OFDM systems using a BEM with Legendre polynomials

4.1 Introduction

4.1.1 Overview

In this chapter we propose a novel pilot-aided scheme for estimation of rapidly varying wireless channels in OFDM systems. Our approach is aimed at channels varying on the scale of a single OFDM symbol duration, and uses a simple arrangement of pilots in uniformly spaced blocks within each OFDM symbol. We develop a fast and accurate algorithm for computation of the Fourier coefficients of the channel taps within an individual OFDM symbol duration. Since the representation of the channel taps as a truncated Fourier series (Basis Expansion Model with complex exponentials, CE-BEM) is inaccurate due to the Gibbs phenomenon, we reconstruct the taps as a truncated Legendre series, in the framework of the Basis Expansion Model (BEM) with the Legendre polynomials. In this way, we use a priori information that the channel taps are analytic but not necessarily periodic, and obtain realistic approximate channel taps. For systems with \(L\) discrete channel taps, our method uses \(O(L \log L)\) operations and \(O(L)\) memory per OFDM symbol, which is best possible up the order of magnitude. Previously published methods [45] requires \(O(L^2)\) both in operations and in memory. We use Legendre polynomials because of its several desirable properties, but any other basis can be used in the proposed framework, with the same complexity. We derive explicit formulas for the Legendre coefficients in terms of the Fourier coefficients. Numerical simulations illustrate performance gains achieved by our estimator at sufficiently high Doppler frequencies. Our approach does not assume any prior statistical information.

\(^{1}\)Part of this chapter is submitted for a journal publication
4.1.2 Motivation and Previous Work

Orthogonal frequency-division multiplexing (OFDM) is a popular multicarrier modulation technique with several desirable features, e.g. robustness against multipath propagation and high spectral efficiency. OFDM is increasingly used in high-mobility wireless communication systems, e.g. mobile WiMAX (IEEE 802.16e), WAVE (IEEE 802.11p), and 3GPP’s UMTS Long-Term Evolution (LTE). Usually OFDM systems are designed so that no channel variations occur within an individual OFDM symbol duration. Recently, however, there has been an increasing interest in rapidly varying channels, where the channel coherence time is less than the OFDM symbol duration. In such situations, strong intercarrier interference (ICI) becomes a major source of transmission impairment (in addition to fading and noise). ICI is caused by user mobility, moving reflectors, or substantial carrier frequency offsets. For example, severe ICI occurs during a WiMAX transmission in the proximity of a highway.

In the case of frequency-selective channels in OFDM systems, estimation in the frequency-domain is unmatched in simplicity and accuracy, see Sections 3.3 and 3.5. On the other hand, in doubly-selective channels, see Section 3.7, both time- and frequency-domain approaches have been used. The Basis Expansion Model (BEM) approximates the channel taps by combinations of prescribed basis functions, [54, 45, 46, 42], see Section 3.8. In this context, channel estimation amounts to approximate computation of the basis coefficients. The BEM with complex exponential (CE-BEM) [9, 20] uses a truncated Fourier series, and is remarkable because the resulting frequency-domain channel matrix is banded. However, this method has a limited accuracy due to a large modeling error. Specifically, [53, 54] observe that the reconstruction with a truncated Fourier series introduces significant distortions at the ends of the data block. The errors are due to the Gibbs phenomenon, and manifest themselves as a spectral leakage, especially in the presence of significant Doppler spreads. A more suitable exponential basis is provided by the Generalized CE-BEM (GCE-BEM) [29], which employs complex exponentials oversampled in the frequency domain. A basis of discrete prolate spheroidal wave functions is discussed in [53, 54]. Finally, the polynomial BEM (P-BEM) is presented in [6]. For channels varying at the scale of one OFDM symbol duration, pilot-aided channel estimation is studied in [45].

Definitive references on pilot-aided transmission in doubly-selective channels are [26, 27].

4.1.3 Contributions

The main contributions of this work can be summarized as follows.

- We propose a pilot-aided method for channel estimation in OFDM systems, which explicitly separates the computation of the Fourier coefficients of the channel taps, and a subsequent computation of BEM coefficients of the channel taps.

- We formulate a numerically stable algorithm for the approximate computation of the Fourier coefficients of the channel taps from the receive signal, assuming a uniform, FDKD-type pilot placement. The proposed method requires $O(L \log L)$ operations, where $L$ is the number of discrete channel
taps, and uses only subsampling of the frequency-domain receive signal and linear operations with condition number equal to 1.

- We propose a method for reconstruction of the channel taps using a truncated Legendre series in order to mitigate the Gibbs phenomenon. We derive explicit formulas for the Legendre coefficients in terms of estimated Fourier coefficients.

Extensive computer simulations show that at high mobile velocities, our scheme is superior to the conventional single tap least squares (LS) estimation [10], estimation with a Basis Expansion Model using complex exponentials (CE-BEM) [27], and LS estimation scheme proposed in [45]. Our transmission simulation setup conforms to the WiMAX standards (IEEE 802.16e). For computer simulations, we filter transmit signals through rapidly varying channels, typically simulated for a relative velocity of 300 km/h, and energy per bit to noise spectral density ($E_b/N_0$) of 20 dB.

This chapter is further organized in the following way. In Section 4.2, we discuss theoretical foundations of the proposed estimation algorithm. In Section 4.3, we introduce the system model, and then the proposed channel estimator in Section 4.4. We present simulation results in Section 4.5, and chapter conclusions in Section 4.6.

4.2 Theoretical Foundations of the Estimation Algorithm

4.2.1 Overview

We develop a systematic framework for channel estimation in OFDM systems with significant channel variations within one OFDM symbol duration. We divide this task into two separate steps,

- pilot-aided estimation of the Fourier coefficients of the channel taps.

- estimating BEM coefficients from the estimated Fourier coefficients.

4.2.2 Fourier Coefficients of Channel Taps

We use pilot symbol assisted modulation (PSAM), with uniformly distributed blocks of pilot sub-carriers, each block having the frequency-domain Kronecker delta (FDKD) pilot arrangement [26, 27]. Pilots are inserted in every OFDM symbol in order to capture rapid variations of path gains. The first few Fourier coefficients of the channel taps are computed for each individual OFDM symbol. In Subsection 4.4.3, we derive an efficient, numerically stable method for estimation of the Fourier coefficients of the channel taps from the time-domain receive signal. A straightforward reconstruction of the channel taps as truncated Fourier series from the estimated Fourier coefficients is inaccurate. This problem is well known, and is commonly referred to as the Gibbs phenomenon. In the context of wireless channels, the Gibbs phenomena is highlighted in [53]. However, it turns out that the information content of the Fourier coefficients can be used more effectively than in the straightforward approach, as we explain in the next subsection.
4.2.3 BEM with Legendre Polynomials

The second stage is to estimate the BEM coefficients of the channel taps from their Fourier coefficients in a way which remedies the Gibbs phenomenon. Several accurate algorithms have been proposed for this task, see [17, 44, 12]. We have chosen the reconstruction with the Legendre polynomials adapted to individual OFDM symbols (see Subsection 4.4.4 for details), which amounts to a BEM with the Legendre polynomials. In next few paragraphs we discuss motivation behind considering Legendre polynomials for BEM.

We make an a priori assumption that the channel taps are analytic, but not necessarily periodic. Most of such functions can be represented well by truncated Legendre series [7].

The number of the Fourier coefficients of the wireless channel taps that can be estimated is limited by the number of pilot subcarriers. By increasing the number of pilot subcarriers, we can compute more Fourier coefficients, see Section 4.4.3, but doing so reduces the spectral efficiency, and consequently the final throughput of the whole communication setup. Typically, 2, 3, 4, or 5 Fourier coefficients of each of the channel taps are computed from the pilot information. The Gibbs phenomenon can be mitigated by projecting the truncated Fourier series on algebraic polynomials, see [17]. A conventional way to describe such projections uses the basis of the Gegenbauer polynomials, specifically the Legendre polynomials.

The Legendre polynomials are analytic solutions of the Legendre differential equation:

\[(1 - x^2)y'' - 2xy' + n(n + 1)y = 0.\]  \hspace{1cm} (4.1)

In [53, 54], the authors argue that the channel taps are bandlimited functions, with the bandlimit of the channel tap proportional to the Doppler shift. For modeling of the wireless channel taps [54, 45] use discrete prolate spheroidal sequences, i.e. the Slepian sequences, for BEM, which give rise to bandlimited wireless channel taps. Assuming the channel taps to be analytic, one can also consider the prolate spheroidal wave functions [43], the continuous counterpart of discrete prolate spheroidal sequences. The prolate spheroidal wave functions are analytic solutions of the differential equation [43]:

\[(1 - x^2)y'' - 2xy' + (\lambda_{cb} - c_{tb}^2x^2)y = 0,\]  \hspace{1cm} (4.2)

where \(c_{tb}\) is the time-bandwidth product, i.e. the product of the fixed length of the time interval, and the frequency bandwidth in which the most of the energy of the function is concentrated.

We estimate the wireless channel taps within one OFDM symbol duration, which is a very small period to time. For example in mobile-WiMAX the useful symbol duration is \(T = 91.4\) µs, carrier frequency of \(f_c = 5.8\) GHz, and a relative velocity of \(v = 200\) Km/h, the time-bandwidth product of the channel taps is given by:

\[c_{tb} = T \nu_{\text{max}} = T \frac{v}{c} f_c = 0.09.\]  \hspace{1cm} (4.3)

Here \(c\) is the velocity of light. Thus it is reasonable for us to consider \(c_{tb}\) to be very very small. If we now set \(c_{tb}\) equal to zero and \(\lambda_{cb} = n(n + 1)\) in equation (4.2), it will be identical to equation (4.1). Analytic solutions of this differential equation are known as Legendre polynomials. See Figure 4.1 for a graphical view demonstrating the motivation behind the choice of Legendre polynomials for BEM.
A truncated Fourier series is converted into a truncated Legendre series by orthogonal projection on the space of algebraic polynomials of a fixed degree. No truncated Fourier series is ever formed. Instead, the Legendre coefficients are computed from the estimated Fourier coefficients by applying a matrix, whose entries have explicit expressions in terms of the spherical Bessel functions of the first kind [14], see Subsection 4.4.4. Specifically, the entries are the Legendre coefficients of complex exponentials.

Although the Legendre coefficients are computed from the estimated Fourier coefficients, a truncated Legendre series is in fact more accurate than a truncated Fourier series with a similar number of terms. The quality of the reconstruction with the truncated Legendre series is illustrated in Figure 4.2, where the real part of a typical channel tap is plotted along with its approximation by a truncated Fourier series and a truncated Legendre series. In Figure 4.2, we use a two-term Legendre series, which amounts to a linear function, and a three-term Fourier series, see Section 4.4 for details. We emphasize, that our proposed algorithm does not create a truncated Fourier series itself, but rather computes estimated Legendre coefficients from estimated Fourier coefficients. Our numerical simulations confirm that estimation with a truncated Legendre series is dramatically more accurate than the reconstruction with a truncated Fourier series.

The Fourier coefficients can be computed using systematically placed pilot carriers, see Subsections 4.4.1 and 4.4.3. The crucial point is that equation (4.15) used for the estimation of the Fourier coefficients does not involve unknown data symbols, so the Fourier coefficients depend only on the known pilot values.
Figure 4.2: A typical channel tap (real part) across one OFDM symbol, the normalized Doppler equals 20%.

4.3 System Model

4.3.1 Transmitter-Receiver Model

We consider an equivalent baseband representation of a single-antenna OFDM system with $K$ subcarriers. We assume a sampling period of $T_s = 1/B$, where $B$ denotes the transmit bandwidth. A cyclic prefix of length $L_{cp}$ is used in every OFDM symbol. We choose $L_{cp}$ so large that $L_{cp}T_s$ exceeds the channel’s maximum delay, in order to avoid inter symbol interference (ISI). Consequently, throughout this paper, we deal with one OFDM symbol at a time.

Each subcarrier is used to transmit a symbol $A[k]$ ($k = 0, \ldots, K - 1$) from a finite symbol constellation. A subset of these symbols serves as pilots for channel estimation (cf. Section 4.4.3). The OFDM modulator uses the inverse discrete Fourier transform (IDFT) to map the frequency-domain transmit symbols $A[k]$ to the time-domain transmit signal $x[n]$

$$x[n] = \frac{1}{\sqrt{K}} \sum_{k=0}^{K-1} A[k] e^{j2\pi \frac{nk}{K}},$$

$$n = -L_{cp}, \ldots, K-1.$$

After discarding the cyclic prefix, the receive signal satisfies

$$y[n] = \sum_{l=0}^{L-1} h_l[n] x[n - l] + w[n], \quad n = 0, \ldots, K - 1.$$  

Here, $w[n]$ denotes circularly complex additive noise of variance $N_0$, $h_l[n]$ is the complex channel tap associated with delay $l$, and $L$ is the channel length (maximum discrete-time delay). Consequently, the
channel’s maximum delay equals \((L-1)T_s\). For simplicity, we make the worst-case assumption \(L = L_{cp}\).

The OFDM demodulator performs a DFT to obtain the frequency-domain receive signal

\[
Y[k] = \frac{1}{\sqrt{K}} \sum_{n=0}^{K-1} y[n] e^{-j2\pi \frac{n}{K}} = \sum_{l=0}^{L-1} (H_l * X_l)[k] + W[k],
\]  

where \(*\) denotes the cyclic convolution, and \(k = 0, \ldots, K-1\). In this expression, \(Y[k]\), \(H_l[k]\), \(X_l[k]\), and \(W[k]\) denote the DFT of \(y[n]\), \(h_l[n]\), \(x[n-l]\), and \(w[n]\), respectively. Specifically,

\[
H_l[k] = \frac{1}{\sqrt{K}} \sum_{n=0}^{K-1} h_l[n] e^{-j2\pi \frac{n}{K}},
\]  

are the Fourier coefficients of the individual channel taps, and

\[
X_l[k] = e^{-j2\pi \frac{k}{K}} A[k].
\]

### 4.3.2 BEM with Legendre Polynomials

As discussed above, we use basis of the Legendre polynomials because of its certain desirable properties, any other basis can be treated in a similar way within the developed framework. Each channel tap \(h_l[n]\) is modeled as a linear combination of the first \(M\) Legendre polynomials rescaled to a single OFDM symbol duration (without the cyclic prefix)

\[
h_l[n] = \sum_{m=0}^{M-1} b_{lm} p_m[n], \quad l = 0, \ldots, L-1,
\]  

where \(b_{lm}\) is the \(m\)th Legendre coefficient of the \(l\)th channel tap, and \(M\) is the BEM model order. Furthermore,

\[
p_m[t] = P_m \left( \frac{2t}{KT_s} - 1 \right), \quad t \in [0, KT_s],
\]  

where \(P_m\) is the Legendre polynomial of degree \(m\), as defined in [18], equation (8.910). For any other basis, a similar rescaling need to be done to adopt them within one OFDM symbol duration.

### 4.4 Proposed Channel Estimator

#### 4.4.1 Analysis of Intercarrier Interactions

In our system model, channel estimation amounts to computing the \(LM\) Legendre coefficients \(\{b_{lm}\}\) from the receive signal \(Y[k]\) \((y[n])\) and the pilot symbols. We first estimate the Fourier coefficients of the channel taps (cf. (4.7)), and then we compute approximate Legendre coefficients from the Fourier coefficients, as discussed in Section 4.4.4.

For a fixed positive integer \(D\), we approximate the channel taps with their \(D\)-term Fourier series

\[
h_l[n] \approx \sum_{d=D^+}^{D^-} H_l[d] e^{j2\pi \frac{dn}{K}},
\]  
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where $D^- = -\lfloor (D-1)/2 \rfloor$ and $D^+ = \lfloor D/2 \rfloor$ ($\lfloor \cdot \rfloor$ denotes the floor operation). Clearly, $D^- \leq 0 \leq D^+$, and $D^+ - D^- = D - 1$. The representation of the channel taps described by equation (4.11) is commonly known as the Basis Expansion Model with complex exponentials (CE-BEM) [9, 20]. We use this model only for computation of the Fourier coefficients of the channel taps, but not for reconstruction of the taps themselves. Combining (5.2), (4.6), (4.8) and (4.11), we obtain

$$Y[k] = \sum_{l=0}^{L-1} \sum_{d=D^-}^{D^+} H_l[d] X_l[k-d] + \tilde{W}[k]$$

$$= \sum_{l=0}^{L-1} \sum_{d=D^-}^{D^+} H_l[d] e^{-j2\pi \frac{(k-d)}{K}} A[k-d] + \tilde{W}[k],$$

$$= \sum_{d=D^-}^{D^+} A[k-d] \sum_{l=0}^{L-1} H_l[d] e^{-j2\pi \frac{(k-d)}{K}} + \tilde{W}[k], \quad (4.12)$$

where $k = 0, \ldots, K-1$, and $\tilde{W}[k]$ denotes the additive noise $W[k]$ combined with the approximation error resulting from (4.11). From the above equation, we notice that the value $Y[k]$ depends only on the $2D - 1$ transmit symbols $A[k-D^+], \ldots, A[k-D^-]$ at the neighboring subcarriers.

### 4.4.2 Pilot Arrangement

We assume that $I = \frac{K}{L}$ is an integer, which can always be achieved by an appropriate choice of $L$. Since $K$ is always a power of 2 for practical reasons, the best way to make $I$ an integer is to set $L$ to the nearest power of 2, thereby adding some fictitious channel taps. This assumption is crucial for numerical stability of the algorithm described in Subsection 4.4.3, and also helps in reducing the computational complexity of the algorithm. Within each OFDM symbol, we distribute pilots in the frequency domain in $L$ blocks of size $2D - 1$ each, uniformly spaced every $I$ subcarriers. Of course, this is only possible if $2D - 1 \leq I$. Denoting the location of the first pilot subcarrier by $k_0$, $0 \leq k_0 \leq I - (2D - 1)$, the pilot locations have the form

$$k_0 + q + iI, \quad (4.13)$$

where $q = 0, \ldots, 2D-2$, and $i = 0, \ldots, L-1$. An example of such an arrangement is shown in Figure 4.3. Within each block, all the pilot values are zero, except for the central pilot, which is set to a value $a_0$ common to all blocks. Thus only the $L$ symbols $A[k_0 + D - 1 + iI], i = 0, \ldots, L-1$, carry non-zero pilots.

### 4.4.3 Estimation of Fourier Coefficients

We create $D$ length-$L$ subsequences of the frequency-domain receive signal $Y[k]$ by uniform subsampling as follows

$$\tilde{Y}_d[i] = Y[k_0 + D^+ + d + iI], \quad (4.14)$$
Figure 4.3: An illustration of the proposed pilot arrangement with $K = 16$, $L = 2$, and $D = 2$ (‘o’ represents data symbols and ‘.’ represents pilot symbols). Only the central pilot in each block is non-zero. The offset $k_0$ is chosen equal to 0 and 4 in the even and odd symbol periods, respectively.

for $i = 0, \ldots, L-1$ and $d = 0, \ldots, D-1$. From (4.12), we obtain

$$\tilde{Y}_d[i] = \sum_{d' = D^{-}}^{D^+} A[k_0 + D^+ + d + iI - d'] \times \sum_{l=0}^{L-1} H_l[d'] e^{-j2\pi \frac{(k_0 + D^+ + d + iI - d')}{\kappa}} + \tilde{W}_d[i],$$

(4.15)

where $\tilde{W}_d[i] = \tilde{W}[k_0 + D^+ + d + iI]$. In view of our pilot arrangement (4.13), it is clear that for any $d = 0, \ldots, D-1$ and $i = 0, \ldots, L-1$, the summation in formula (4.15) involves the known pilot symbols, but no data symbols. Moreover, if $d' = d + D^-$, then

$$A[k_0 + D^+ + d + iI - d'] = A[k_0 + D - 1 + iI] = a_0.$$  (4.16)

By construction, all the other pilot symbols in (4.15) are zero, and (4.15) reduces to the following

$$\tilde{Y}_d[i] = a_0 \sum_{l=0}^{L-1} H_l[d + D^-] e^{-j2\pi \frac{(k_0 + D - 1 + iI)}{\kappa}} + \tilde{W}_d[i].$$

(4.17)

Performing the length-$L$ IDFT with respect to the variable $i$, we obtain

$$\tilde{y}_d[l] = \frac{1}{\sqrt{L}} \sum_{i=0}^{L-1} \tilde{Y}_d[i] e^{j2\pi \frac{il}{L}} = a_0 \sqrt{L} H_l[d + D^-] e^{-j2\pi \frac{(k_0 + D - 1)}{\kappa}} + \tilde{w}_d[l],$$

(4.18)

where $\tilde{y}_d[l]$ and $\tilde{w}_d[l]$ denote the IDFTs of $\tilde{Y}_d[i]$ and $\tilde{W}_d[i]$, respectively. Ignoring the noise term $\tilde{w}_d[l]$, the solution of the system of $DL$ equations (4.18) gives approximate Fourier coefficients of the channel taps

$$\tilde{H}_l[d] = \frac{1}{a_0 \sqrt{L}} e^{j2\pi \frac{(k_0 + D - 1)}{\kappa}} \tilde{y}(d, D^-)[l],$$

(4.19)

for, $d = D^-, \ldots, D^+$, and $l = 0, \ldots, L-1$. We observe that the computation of the quantities $\tilde{H}_l[d]$ is accomplished using numerically stable operations, namely subsampling, IDFTs, and multiplications by
scalars of equal magnitudes. On the other hand, previous approaches to the computation of the Fourier (CE-BEM) coefficients from the receive signal over one OFDM symbol require $O(K^2)$ operations, and do not control the condition numbers, see subsection IV-B in [45].

Reconstruction of the channel taps as truncated Fourier series using equation (4.11) and the estimated Fourier coefficients (4.19) is inaccurate because of the Gibbs phenomenon, see Fig 4.2. In the next subsection, we demonstrate a simple method for the mitigation of the Gibbs phenomenon using a priori information.

4.4.4 Estimation of Legendre Coefficients

As discussed above, the basis of Legendre polynomials are used because of its certain desirable properties, and we demonstrate the procedure of computation of Legendre coefficients of the channel taps from estimated Fourier coefficients. But the same framework can be used with to find expansion coefficients of channel taps with respect to arbitrary basis functions as well. We regard the channel taps as analytic functions of time, and represent them by means of a rapidly converging expansion known as the Legendre series [7]. It turns out, that one of the simplest methods to reduce the Gibbs phenomenon is to convert a truncated Fourier series into a truncated Legendre series by orthogonal projection. We describe how this is accomplished by a linear mapping transforming the Fourier coefficients into approximate Legendre coefficients, without ever creating the truncated Fourier series (4.11) explicitly.

In order to derive this linear mapping, let us project the truncated Fourier expansion (see equation (4.11)) onto the rescaled Legendre polynomials $p_m$ (see equation (4.10)), which form an orthogonal basis on the interval $[0, KT]$. The $m$th Legendre coefficient of the exponential function $e^{j2\pi \frac{d}{KT}s t}$ equals

$$
\int_0^{KT} e^{j2\pi \frac{d}{KT}s t} p_m(t) dt = \frac{(-1)^d \int_1^1 e^{j\pi dx} P_m(x) dx}{\int_1^1 P_m^2(x) dx} = j^m (2m+1) (-1)^d j_m(\pi d),
$$

(4.20)

where $j_m$ is the spherical Bessel function of the first kind and order $m$ (see [1], formula 10.1.1, and [18], formula 7.243). Combining this equation with (4.9) and (4.11), we obtain

$$
\tilde{b}_{lm} = j^m (2m+1) \sum_{d=D^-}^{D^+} (-1)^d j_m(\pi d) \tilde{H}_l[d],
$$

(4.21)

where $\tilde{b}_{lm}$ denotes the estimate of $b_{lm}$. The linear mapping (4.21) amounts to applying the $M \times D$ matrix $J$ with entries

$$
J_{md} = j^{(m-1)(2m-1)} (-1)^d j_{m-1}(\pi (d-D^+))
$$

(4.22)

to the length-$D$ vector $(\tilde{H}_l[D^-], \ldots, \tilde{H}_l[D^+])^T$ of the estimated Fourier coefficients, resulting in the length-$M$ vector $(\tilde{b}_{00}, \ldots, \tilde{b}_{(M-1)})^T$ of the Legendre coefficients.

For $D = 1, 2, 3$ and $M = 1, 2, 3$, we have verified experimentally that matrix $J$ has condition number less than or equal to 2.15 (equality holds for $D = 3$, and $M = 3$). Since the approximate Fourier coefficients themselves are computed with the DFTs, the overall estimation of the Legendre coefficients
Step 1: Apply the size-$L$ IDFT to each of the $D$ sub-sequences $\tilde{Y}_k[i]$ according to (4.18).

Step 2: Compute the Fourier coefficient estimates $\tilde{H}_l[d]$ according to (4.19).

Step 3: Calculate the estimates $\tilde{b}_{lm}$ of the Legendre coefficients via (4.21).

We note that the conventional least squares (LS) estimation [10] is a special case of our algorithm with model parameters $D = 1, M = 1$.

In Table 4.1, we report the computational complexity of our scheme in complex flops. For comparison, in Table 4.2 we report the computational complexity of the estimation of the channel taps with the CE-BEM. We note that the reconstruction of the channel taps is most expensive computationally. It is essential for practical applications, that the estimated BEM coefficients can be directly used for equalization, without ever creating the channel matrix (see Chapter 5).
<table>
<thead>
<tr>
<th>step</th>
<th>description</th>
<th>flops</th>
<th>example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$L$-point IDFTs of $\tilde{Y}_{k}[i]$</td>
<td>$DL \log L$</td>
<td>480</td>
</tr>
<tr>
<td>2</td>
<td>computation of Fourier coeff.</td>
<td>$DL$</td>
<td>96</td>
</tr>
<tr>
<td>3</td>
<td>channel reconstruction</td>
<td>$DLK$</td>
<td>24,576</td>
</tr>
</tbody>
</table>

Table 4.2: Complex flop count for estimation of the Fourier coefficients, and reconstruction of the channel taps as truncated Fourier series (CE-BEM estimation), for $K = 256$, $L = 32$, and $D = 3$ (as used in the simulations).

### 4.5 Numerical Simulations

#### 4.5.1 Simulation Setup

We simulate a coded OFDM system with $K = 256$ subcarriers, transmit bandwidth $B = 2.8$ MHz, and carrier frequency $f_c = 5.8$ GHz. The length of the cyclic prefix is $L_{cp} = 32$, and the total symbol duration is $102.9$ $\mu$s. The information bits are encoded using a convolutional code of rate 1/2, passed through an interleaver, and mapped to 4-QAM symbols. This transmission parameters conforms with the standard IEEE 802.16e [24]. We insert pilots as described in Subsection 4.4.2. We use the MATLAB Communications Toolbox (V 3.4) to create a Rayleigh fading channel with a maximum delay of $11.4$ $\mu$s, which corresponds to the worst case of $L = L_{cp} = 32$ taps. Channel taps has an average path gain of -2 dB and a Jakes Doppler spectrum. The normalized Doppler frequency $\nu$ is related to the receiver velocity $v$ by the formula

$$
\nu = \frac{v}{c} \frac{1}{f_s T_s K},
$$

(4.24)

where $f_s$ is the carrier frequency, $\frac{1}{f_s T_s K}$ is the intercarrier frequency spacing, and $c$ is the speed of light. The receiver performs channel estimation followed by the MMSE equalization [22] and decoding. We compare the results obtained by our estimator (using $D = 3$ Fourier modes and $M = 2$ Legendre polynomials) with those obtained by the conventional LS estimation for frequency selective channels (see [10]), the LS estimation method described in [45] and with those obtained by an estimator based on the CE-BEM with three complex exponentials (see [27]). Each of the schemes uses the same density of pilots. Additionally, we report the bit error rate (BER) obtained using the exact channel state information (CSI). The normalized mean squared error (NMSE) is computed as the expected mean square error between the exact channel tap $h_l(t)$, and the estimated channel tap $\hat{h}_l(t)$, normalized by the power of the exact channel. The BER and the NMSE are computed by averaging over 100,000 OFDM symbols in order to capture even extremely low BERs.
4.5.2 Results of Simulations

Figure 4.4 shows the BER and the NMSE as functions of the receiver velocity for a fixed SNR with $E_b/N_0 = 20$ dB. Clearly, the performance deteriorates with increasing velocity. For the chosen system parameters, the conventional LS estimation is the best of all the methods at velocities less than 113 km/h (5.6% normalized Doppler). We note, the LS estimation is a special case of the proposed estimation algorithm with the Fourier model order $D = 1$ and the Legendre model order $M = 1$. For rapid channel variations occurring at velocities larger than 113 km/h, our estimator with the Fourier model order $D = 3$ and the Legendre model order $M = 2$ performs best, having an up to one order of magnitude lower BER than that of the CE-BEM. On Figure 4.5 and Figure 4.4, we notice that the proposed algorithm gives a BER approximately one order of magnitude greater than the one obtained using the exact CSI. The performance of the LS method proposed in [45] is comparable to our method, but our proposed method have much gain in complexity. We have verified experimentally, that for the Fourier model order $D = 3$ and the Legendre model order $M = 2$, the condition numbers of linear operators used for estimation of the BEM coefficients is 1.35. The proposed method allows us to adapt the model order to the severity of the Doppler effect for better estimation.

Figure 4.5 shows the BER and the NMSE as functions of the signal-to-noise ratio (SNR) in terms of $E_b/N_0$ ($E_b$ denotes the energy per information bit, i.e. excluding energy on pilot subcarriers, and $N_0$ is the variance of the AWGN) for a fixed receiver velocity of 300 km/h. This velocity corresponds to a maximum Doppler shift of 1.61 kHz, which is about 14.7% of the subcarrier spacing. We note that, from the vantage point of a stationary receiver, the Doppler effect of a moving reflector is twice as large as that of a moving transmitter. Thus, a reflector moving with velocity 150 km/h also gives rise to a Doppler shift of 1.61 kHz. We can see that for all these estimators, the NMSE and the BER keeps on improving with increasing SNRs. The limit performance of each model and method will be reached finally at a very high SNR, which might be an impractical level of additive noise. However, the BER levels of our proposed estimator at different SNRs are significantly lower than those of the CE-BEM-based scheme, which in turn are lower than those of the conventional LS estimation. Our scheme achieves a BER of $10^{-4}$ at $E_b/N_0 = 22$ dB (roughly 5 dB away from the limit), the LS and the CE-BEM-based channel estimation methods do not even achieve such low BERs. Even at a BER of $10^{-3}$, our estimator outperforms the CE-BEM by about 3.5 dB.

4.6 Chapter Conclusions

We develop a novel, numerically stable, low-complexity channel estimator for OFDM systems, which is reliable at high Doppler spreads. The main idea is to use a BEM with the Legendre polynomials in order to mitigate the Gibbs phenomenon, and provide a more accurate reconstruction than a truncated Fourier series (CE-BEM). The Legendre coefficients of the channel taps are computed from explicit formulas involving the pilot values and the receive signal.
Figure 4.4: (a) NMSE versus receiver velocity and (b) BER versus receiver velocity for a fixed SNR of $E_b/N_0 = 20$ dB.
Figure 4.5: (a) NMSE versus SNR and (b) BER versus SNR for a fixed receiver velocity of 300 km/h.
The conventional least-squares (LS) estimation is a method of choice for doubly-selective channels with low Doppler spreads. Our proposed algorithm is aimed at doubly-selective channels with moderate Doppler spreads, corresponding to reflector velocities in the range of 60–200 km/h and a carrier frequency of 5.8 GHz. The LS estimation is a special case of the proposed method with the Fourier model order $D = 1$ and the Legendre model order $M = 1$. At higher Doppler spreads, reliable channel estimates are obtained with higher models orders, at the expense of the transmission capacity.
Chapter 5

Low Complexity Equalization for Doubly Selective Channels Modeled by a Basis Expansion

5.1 Introduction

5.1.1 Overview

In this chapter we propose a novel equalization method for doubly selective wireless channels, whose channel taps are represented by a Basis Expansion Model (BEM). We view the action of such a channel in the time domain as a sum of product-convolution operators created from the basis functions and the BEM coefficients, see Section 3.8. We perform iterative equalization with the GMRES and the LSQR algorithms, as described in Section 2.7, which utilize the product-convolution structure without ever explicitly creating the wireless channel matrix. In an OFDM transmission with $K$ subcarriers, each iteration of GMRES or LSQR requires only $O(K \log K)$ complex flop and $O(K)$ memory. Additionally, for a considerable range of Doppler shift, we dramatically accelerate convergence of both GMRES and LSQR by using single tap-equalizer as a preconditioner. Thanks to preconditioning, we typically need 3 to 6 iterations for convergence, depending on the Doppler shift in the channel, and the method employed. Consequently, the proposed equalization amounts to the single-tap equalization combined with GMRES or LSQR iterations in order to resolve Inter Carrier Interference (ICI). In numerical simulations of a WiMAX-like system in doubly selective channels with severe Doppler shifts, the proposed equalizer in combination with presently available estimation algorithms outperforms the conventional equalizer by an order of magnitude in BER. Our approaches do not use any statistical information about the wireless channel.

\footnote{Part of this chapter is submitted for a journal publication}
5.1.2 Motivation and Previous Work

In the last two decades, there has been a steady increase in the number of applications utilizing rapidly varying wireless communication channels. Such channels occur due to user mobility in the systems like DVB-T and WiMAX, which have been originally designed for fixed receivers. Rapidly varying channels exhibit significant intercarrier interference (ICI), which has to accounted for by any equalization method. Moreover, several applications have short symbol durations, and therefore require fast equalization algorithms. One such example is the mobile WiMAX with a symbol duration of $102.9 \, \mu s$ according to IEEE standard 802.16e.

To illustrate our equalization method, we consider a system with orthogonal frequency-division multiplexing (OFDM), which is commonly used for frequency multiplexing in multi-carrier (MC) communication systems, see Section 2.3 for more detail. Main advantages of OFDM are robustness to multipath interference and an efficient use of bandwidth [5]. Specific applications include mobile WiMAX (IEEE 802.16e), WAVE (IEEE 802.11p), and 3GPP’s UMTS Long-Term Evolution (LTE).

In this chapter, we assume that the wireless channel is represented in terms of a basis expansion model (BEM), which approximates the channel taps by linear combinations of prescribed basis functions, see [49, 15, 54, 45, 46, 42]. In this context, channel estimation amounts to an approximate computation of coefficients for the basis functions. Several methods for estimation and equalization with the BEM have been proposed. The complex exponential BEM (CE-BEM) [49, 15, 9, 20] uses a truncated Fourier series, and the resulting approximate channel matrix is banded in the frequency domain. A more suitable exponential basis – complex exponentials oversampled in the frequency domain – is employed by the generalized CE-BEM (GCE-BEM) [29]. A basis of discrete prolate spheroidal wave functions is discussed in [54, 53]. Finally, the polynomial BEM (P-BEM) is presented in [6], [21]. For channels varying on the scale of one OFDM symbol, pilot-aided channel estimation is studied in [45]. Definitive references on pilot-aided transmission in doubly-selective channels are [26, 27].

There exist several methods for estimating the BEM coefficients of doubly selective channel taps, especially with an OFDM transmission setup, see [45, 46, 42, 21], and Chapter 4. Usually, the wireless channel matrix is reconstructed from estimated BEM coefficients and subsequently used in equalization. However, with severe ICI the conventional single-tap equalization in the frequency domain is unreliable, see [36, 30, 38]. Several other approaches have been proposed to combat ICI in transmissions over rapidly varying channels. For example, [8] presents minimum mean-square error (MMSE) and successive interference cancellation equalizers, which use all subcarriers simultaneously. Alternatively, using only a few subcarriers in equalization amounts to approximating the frequency-domain channel matrix by a banded matrix, and has been exploited for equalizer design, see [47, 37]. ICI-shaping, which concentrates the ICI power within a small band of the channel matrix, is described in [47, 41]. A low-complexity time-domain equalizer based on the LSQR algorithm is introduced in [22].
5.1.3 Contributions

In this chapter we propose a fast and accurate equalization method for communication systems in doubly-selective wireless channels, which uses only estimated BEM coefficients and the receive signal. The method represents the time-domain channel matrix as a sum of product-convolution operators [49, 15] without ever constructing the channel matrix itself. For contemporary and upcoming applications, where the number of discrete channel taps $L$ is a fraction of number of subcarriers $K$, like $L = K/8, K/16$ for mobile WiMAX (IEEE 802.16e), an explicit reconstruction of the channel matrix requires $O(K^2)$ memory and $O(K^2)$ flops, which is prohibitive in several practical applications. The product operators are diagonal matrices with the basis functions as diagonals. The convolution operators, which act as time-invariant filters, are formed by zero-padding the BEM coefficients. This particular structure of the channel matrix allows us to equalize the signal with a very low complexity by classical iterative methods, namely GMRES [39] and LSQR [34]. Additionally, we significantly accelerate convergence of both GMRES and LSQR by preconditioning them with the single-tap (ST) equalizer. On the whole, our proposed equalization method amounts to the single-tap equalization combined with GMRES or LSQR iterations in order to resolve ICI.

Our main contributions can be summarized as follows:

- We propose to use the standard iterative methods GMRES and LSQR for stable regularized equalization without creating the full channel matrix. In an OFDM setup with $K$ subcarriers, each iteration requires $O(K \log K)$ flops and $O(K)$ memory.

- We propose the single-tap equalizer as an efficient preconditioner for both GMRES and LSQR.

For illustration, we use an OFDM system in doubly-selective channels. In computer simulations of a WiMAX-like system in doubly-selective channels, the proposed equalization method, in combination with presently available estimation algorithms, requires only a few iterations to outperform the conventional equalizer by an order of magnitude in BER. We emphasize that we do not consider any banded approximation of the channel matrix in the frequency domain.

This chapter is organized as follows. In Section II, we introduce our transmission setup and an assumed model for the wireless channel. The proposed iterative equalization methods and preconditioners are described in Section III. We present our simulation results in Section IV, and chapter conclusions in Section V.

5.2 System Model

5.2.1 Transmission Model

To illustrate our equalization method we consider an OFDM setup in doubly selective channels. We consider an equivalent baseband representation of a single-antenna OFDM system with $K$ subcarriers. Our method can be adapted to a MIMO setup in a straightforward manner. We assume a sampling
period of $T_s = 1/B$, where $B$ denotes the transmit bandwidth. A cyclic prefix of length $L_{cp}$ is used in every OFDM symbol. We choose $L_{cp}$ so large, that $L_{cp}T_s$ exceeds the channel's maximum delay, so that we avoid inter-symbol interference (ISI). Consequently, throughout this chapter we deal with one OFDM symbol at a time, and all further models and formulations refer to one OFDM symbol.

Each subcarrier is used to transmit a symbol $A[k]$ ($k = 0, \ldots, K-1$) from a finite symbol constellation (e.g. 4QAM, PSK, 64QAM). Depending on the transmission setup, some of these symbols serve as pilots values for channel estimation. The OFDM modulator uses the Inverse Discrete Fourier Transform (IDFT) to map the frequency-domain transmit symbols $A[k]$ into the time-domain transmit signal $x[n]$

$$x[n] = \frac{1}{\sqrt{K}} \sum_{k=0}^{K-1} A[k] e^{j2\pi \frac{n}{K}}, \quad n = -L_{cp}, \ldots, K-1. \tag{5.1}$$

After discarding the cyclic prefix at the receiver, the receive signal satisfies

$$y[n] = \sum_{l=0}^{L-1} h_l[n] x[n - l] + w[n], \quad n = 0, \ldots, K-1. \tag{5.2}$$

Here, $w[n]$ denotes complex additive noise of variance $N_0$, $h_l[n]$ is the complex channel tap associated with delay the $l$, and $L$ is the channel length (maximum discrete-time delay). Consequently, the channel’s maximum delay equals $(L-1)T_s$. For simplicity, we make the worst-case assumption $L = L_{cp}$. Equivalently, the transmit-receive relation (5.2) can be written as

$$y = Hx + w, \tag{5.3}$$

where $H$ is the time-domain channel matrix.

The OFDM demodulator at the receiver’s end performs the following tasks with the sampled time-domain receive signal: channel estimation, equalization, demodulation by means of the DFT, quantization, decoding and deinterleaving. In this chapter, we assume that a channel estimate in terms of the BEM coefficients is already provided. In the next section, we develop methods for equalization of the receive signal using the estimated BEM coefficients.

### 5.2.2 Wireless Channel Representation with BEM

We assume the basis expansion model (BEM) for channel taps. With the BEM, each channel tap $h_l$ is modeled as a linear combination of suitable basis functions, see Section 3.8. Several bases are proposed in literature, including complex exponentials [49, 15, 9, 20], complex exponentials oversampled in the frequency domain [29], discrete prolate spheroidal functions [53], polynomials [6], in particular the Legendre polynomials in Chapter 4.

With specific set of basis functions, the channel tap $h_l$ is represented as follows

$$h_l[n] = \sum_{m=0}^{M-1} b_{lm} B_m[n], \quad l = 0, \ldots, L-1, \tag{5.4}$$
where $b_{lm}$ is the $m$th basis coefficient of the $l$th channel tap, $B_m$ is the $m$th basis function, and $M$ is the BEM model order. Relation (5.4) is correct up to a modeling error, which can be reduced by increasing the model order $M$. On the other hand, in pilot-based estimation methods increasing $M$ decreases the transmission capacity.

Combining (5.2) and (5.4), the time-domain receive signal $y$ is expressed as

$$y[n] = \sum_{l=0}^{L-1} \left( \sum_{m=0}^{M-1} b_{lm} B_m[n] \right) x[n-l] + w[n], \quad (5.5)$$

where $n = 0, \ldots, K-1$, and $w$ is an additive error, which consists of random noise and a systematic modeling error.

### 5.2.3 Equivalence of the BEM and the Product-Convolution Representation

Changing the order of summation in equation (5.5), we obtain

$$y[n] = \sum_{m=0}^{M-1} B_m[n] \left( \sum_{l=0}^{L-1} b_{lm} x[n-l] \right) + w[n]. \quad (5.6)$$

Equivalently, the time-domain channel matrix $H$ can be expressed as a sum of product-convolutions as follows:

$$H = \sum_{m=0}^{M-1} P_m C_m, \quad (5.7)$$

where $P_m$ is a diagonal matrix with $P_m(i, i)$ equal to $B_m(i)$, and $C_m$ is a circulant matrix representing the cyclic convolution with the $m$th set of BEM coefficients $\{b_m\}$.

### 5.3 Equalization

#### 5.3.1 Iterative Equalization Methods

It is well-known, that the conventional single tap equalization in the frequency domain is inaccurate for doubly selective channels with severe ICI, see [36, 30, 38]. Direct methods, like the MMSE equalization, are impractical because of a high computational complexity and an excessive memory usage. Low-complexity methods, that rely on approximation by a banded matrix in the frequency-domain, correct only relatively modest ICI.

In their stead, we propose equalization with two standard iterative methods for the approximate solution of linear systems, namely GMRES [39] and LSQR [34]. They are both Krylov subspace methods, i.e. each approximate solution is sought within an increasing family of Krylov subspaces. Specifically, at the $i$th iteration GMRES constructs an approximation within the subspace

$$\mathcal{K}(H, y, i) = \text{Span} \{y, Hy, H^2y, \ldots, H^{(i-1)}y\}. \quad (5.8)$$
Methods | GMRES | LSQR  
--- | --- | ---  
Krylov subspace | $\mathcal{K}(H, y, i)$ | $\mathcal{K}(H^H H, H^H y, i)$  
Storage | $i + 1$ vectors | 4 vectors  
Work per iteration | One application of $H$ and other linear operations. | One application of $H$, one application of $H^H$, and other linear operations.  

Table 5.1: Characteristics of Krylov subspace methods GMRES and LSQR applied to the time-domain channel matrix $H$, and the time-domain receive signal $y$, with $i$ iterations.

whereas LSQR within the subspace

$$
\mathcal{K}(H^H H, H^H y, i) = \text{Span}\left\{H^H y, (H^H H) H^H y, \ldots, (H^H H)^{(i-1)} H^H y\right\}. \tag{5.9}
$$

For a detailed comparison of GMRES and LSQR, see Table 5.1. These methods use the number of iterations as a regularization parameter.

At each iteration, both GMRES and LSQR require the computation of the matrix-vector products of the form $Hv$, $H^H v$, together with vector additions, scalar multiplications, and finding the 2-norms of vectors. Since the most expensive part is the computation of the matrix-vector products, the complexity of one iteration of LSQR is approximately twice that of one iteration of GMRES. See Section 2.7 for a detailed algorithmic description of GMRES and LSQR. We discuss regimes, where one of the methods is preferred over the other in Section 5.5. With the product-convolution structure of the channel matrix $H$, computational complexity is reduced dramatically, see Table 5.2.

5.3.2 Preconditioning

Preconditioners accelerate convergence of iterative solvers by replacing a given matrix with one that has closely clustered eigenvalues, see [16], section 10.3. An approximate inverse of the matrix is commonly used as a preconditioner, resulting in the eigenvalues clustered around the point $z = 1$ in the complex plane. The first term of the product-convolution representation (5.7) equal to $P_0 C_0$ may be regarded as a crude approximation to the channel matrix $H$. Consequently, $(P_0 C_0)^{-1}$ is a suitable choice for a preconditioner. If additionally, $P_0$ is the identity matrix, we simply use $C_0^{-1}$ as a preconditioner, which in fact is the single tap equalizer. This is the case, for example, with a Legendre polynomial basis, or a complex exponential basis. The $C_0^{-1}$ is the exact inverse of the channel matrix for a frequency selective channel, and serves as an approximate inverse for a doubly selective channel matrix with a moderate Doppler shift. However, for channels with high Doppler shifts, $C_0^{-1}$ is not a useful preconditioner.
In order to introduce preconditioner, we introduce a new variable

\[ \tilde{x} = C_0 x, \]  

and substitute into equation (5.3) in the following manner

\[ y = Hx + w \]  
\[ = HC_0^{-1} C_0 x + w \]  
\[ = HC_0^{-1} \tilde{x} + w \]  
\[ = \tilde{H} \tilde{x} + w, \]

where \( \tilde{H} = HC_0^{-1} \). In view of equation (5.7), we have

\[ \tilde{H} = HC_0^{-1} \]  
\[ = \sum_{m=0}^{M-1} P_m C_m C_0^{-1} \]  
\[ = \sum_{m=0}^{M-1} P_m \tilde{C}_m, \]

where \( \tilde{C}_m = C_m C_0^{-1} \) for \( m = 0, 1, \ldots, M - 1 \). Clearly, the transformed time-domain channel matrix \( \tilde{H} \) is also a sum of product-convolutions, so both matrices \( \tilde{H} \) and \( \tilde{H}^H \) can be applied at a cost \( \mathcal{O}(K \log K) \).

Algebraically, replacing equation (5.3) by equation (5.14) is classified as right preconditioning. For some bases, e.g. that of discrete prolates, \( P_0 \) is not a constant. In such cases, one should use both left and right preconditioning, see Section 2.7 for details.

Eigenvalues of a representative time domain channel matrix \( H \), and its preconditioned version \( \tilde{H} = HC_0^{-1} \), are shown in Fig. 5.1. We notice that the eigenvalues of the preconditioned matrix \( \tilde{H} \) are clustered near the point \( z = 1 \) in the complex plane. We have observed experimentally, that preconditioning with ST equalizer is not effective for channels whose Doppler shift exceeds 25% of the intercarrier frequency spacing. Such channels are far away from being frequency selective, and ST equalizer is not a reliable approximate inverse.

5.4 Description of the Algorithm

5.4.1 Decomposition of Channel Matrix

The proposed equalization uses only the BEM coefficients of the channel taps and the time-domain receive signal. We assume that estimates of the BEM coefficients are known, for example they are provided by one of the estimation methods mentioned in the introduction. In this subsection, we do mathematical derivations, which helps to formulate the algorithm for equalization as presented in the next subsection.

It is well-known, for example see [16] (p. 202), that conjugating a circulant matrix by the discrete Fourier transform (DFT) results in a diagonal matrix. The cyclic convolution matrices \( C_m \) are thus
Figure 5.1: Eigenvalues of the time domain channel matrix with a Doppler shift equal to 17% of the inter carrier frequency spacing without preconditioning ‘o’, and with preconditioning ‘•’.

expressed as

\[ C_m = F^H D_m F, \quad m = 0, \ldots, M - 1, \]  

(5.18)

where \( D_m \) are diagonal matrices, and \( F \) is the matrix of the DFT in \( K \) dimensions. The diagonal of the matrix \( D_m \) coincides with the DFT of the BEM coefficients \( b_m \) zero-padded to length \( K \),

\[ D_m(i, i) = (F[b_m, 0, \ldots, 0]^T)(i), \quad \text{for} \quad i = 1, \ldots, K \]  

(5.19)

for \( i = 1, \ldots, K \) and \((·)^T\) denote the transpose operation.

Substituting relation (5.18) into equation (5.16), we get

\[ \tilde{H} = \sum_{m=0}^{M-1} P_m F^H D_m F F^H D_0^{-1} F \]  

(5.20)

\[ = \sum_{m=0}^{M-1} P_m F^H \tilde{D}_m F \]  

(5.21)

where

\[ \tilde{D}_m = D_m D_0^{-1} \]  

(5.22)

is a diagonal matrix. Similarly, substituting relation (5.18) into equation (5.10), we get

\[ \tilde{x} = C_0 x = F^H D_0 F x. \]  

(5.23)

Using the expression for \( \tilde{H} \), see equation (5.21), we express the time domain receive signal \( y \), see equation (5.14), in the following form

\[ y = \left( \sum_{m=0}^{M-1} P_m F^H \tilde{D}_m F \right) \tilde{x} + w. \]  

(5.24)
5.4.2 Algorithm

The proposed equalization algorithm in the time domain is based on equation (5.24), and can be summarized as follows: given the time-domain receive signal $y$ and the BEM coefficients $b_{lm}$, we solve for $\tilde{x}$ using iterative solvers GMRES or LSQR, and then we approximate $A$ with $D_0^{-1}F\tilde{x}$. Specifically, we perform the following steps:

Step 1 Compute the diagonal matrices $D_m$ from the BEM coefficients $b_{lm}$, see equation (5.19).

Step 2 Compute the diagonal matrices $\tilde{D}_m = D_m D_0^{-1}$, see equation (5.22).

Step 3 Solve (5.24) for $\tilde{x}$ using GMRES or LSQR.

Step 4 Approximate $A$ as $D_0^{-1}F\tilde{x}$, see equation (5.29).

Step 5 Quantize according to the alphabet used (4QAM, PSK etc.).

We employ Step 2 only if we do preconditioning, otherwise, we take $\tilde{D}_m$ equal to $D_m$. A similar algorithm for equalization in the frequency domain can be formulated using equation (5.28). Equalization in the time and in the frequency domain give identical errors, because they are related by a unitary operator.

In the frequency domain, equation (5.24) has the form

$$ Y = Fy $$

$$ = F \left( \sum_{m=0}^{M-1} P_m F^H \tilde{D}_m F \right) \tilde{x} + W, $$

$$ = F \left( \sum_{m=0}^{M-1} P_m F^H \tilde{D}_m \right) FF^H D_0 Fx + W, $$

$$ = F \left( \sum_{m=0}^{M-1} P_m F^H \tilde{D}_m \right) D_0 A + W, $$

(5.28)

where, $W$ is the noise in the frequency domain, and

$$ A = Fx = D_0^{-1}F\tilde{x} $$

(5.29)

is the frequency-domain transmit signal as used in equation (5.1), and $Y$ is the receive signal in the frequency domain. Equation (5.28) demonstrates that doubly selective frequency-domain channel matrix is the product of a purely frequency selective (FS) operator $D_0$, and an operator modeling ICI.

5.4.3 Computational Complexity

In this subsection we report operation counts of equalization of one OFDM symbol. We consider the diagonal matrices $P_m$ to be precomputed. Computation of diagonal matrices $D_m$ from the BEM coefficients in Step 1 requires $O(MK \log K)$ operations. Whenever preconditioning is used, we perform Step 2 (creation of the diagonal matrices $\tilde{D}_m$), which requires $O(MK)$ operations. In Step 3, we solve
for $\tilde{x}$ using iterative methods GMRES or LSQR, which requires $O(K \log K)$ operations per iteration. Number of iterations depends on the Doppler shift in the wireless channel and the equalization method. Typically for LSQR it does not exceed 14 without preconditioning, and does not exceed 6 with preconditioning, for a normalized Doppler around 15%. On the other hand GMRES with preconditioning takes 3 iterations to reach its best performance at around 15% normalized Doppler. In Step 4, we compute the frequency-domain transmit signal $A$ from $\tilde{x}$ using equation (5.29), which requires $O(K \log K)$ operations. In Step 5, we quantize the signal $A$ according to the alphabet used at the cost of $O(K)$ operations. A detailed breakdown of computational complexity is provided in Table 5.2.

### 5.4.4 Memory

The equalization process begins with the time-domain receive signal $y$ and the BEM coefficients $b_{lm}$, which are stored as $K$ and $ML$ floating point complex numbers, respectively. $P_m$ and $D_m$ are diagonal matrices, which are stored as $K$ complex numbers each. The matrix-vector multiplications required by GMRES and LSQR are done using pointwise multiplications and the FFT-s of size $K$, see equation (5.21). After the $i$th iteration GMRES requires storing $i + 1$ vectors of length $K$, while LSQR requires storing four vectors of length $K$. The storage of GMRES can be lowered down by using an intermediate restart of the algorithm, but that is not necessary as we do not need more than 3 iterations especially GMRES for. Thus the proposed algorithm requires $O(K)$ in memory.
5.5 Numerical Simulations

5.5.1 Simulation Setup

Our transmission setup conforms to the IEEE 802.16e specifications. We simulate a coded OFDM system with $K = 256$ subcarriers, utilizing $B = 2.8$ MHz of bandwidth at a carrier frequency of $f_c = 5.8$ GHz. We use a cyclic prefix of length $L_{cp} = 32$ in order to avoid ISI. Consequently, the sampling period is $T_s = 1/B = 0.357 \mu s$, and the symbol duration is $(K + L_{cp})T_s = (256 + 32) \times 0.357 \mu s = 102.9 \mu s$. The information bits are encoded using a convolutional code of rate 1/2, passed through an interleaver, and mapped to 4-QAM symbols. For experiments with the estimated BEM coefficients, we use a frequency domain Kronecker delta (FDKD) pilot arrangement in each OFDM symbol, as described in [26], Chapter 4. The pilots are only used for estimation of the BEM coefficients, and do not have any influence on the proposed equalization algorithm. Experiments with exact channel state information (CSI) do not use pilots in transmission.

We simulate a wide sense stationary uncorrelated scattering (WSSUS) Rayleigh fading channel with a maximum delay of $11.4 \mu s$, which corresponds to the worst case when $L = L_{cp} = 32$ taps. Each tap has an average path gain of -2 dB and a Jakes Doppler spectrum. We filter the simulated transmit signal through the channel with varying maximum Doppler shifts. The maximum Doppler shift $\nu_{max}$ is related to the receiver velocity $v$ by the formula

$$\nu_{max} = \frac{f_c v}{c},$$

where $c$ is the speed of light. To the signal filtered through the channel, we add additive white Gaussian noise (AWGN) of varying energy per data bit to noise spectral density ($E_b/N_0$). The values of $\nu_{max}$, $v$, $E_b/N_0$ are reported for all the experiments. The channel is simulated using the MATLAB Communication Toolbox (ver. 3.4).

At the receiver, we first compute the BEM coefficients. Specifically, in our experiments we use the basis of the Legendre polynomials, as described in Chapter 4. In experiments with estimated channel taps, we use the algorithm described in Chapter 4 for estimation of the BEM coefficients. In experiments with the exact channel matrix, we compute the BEM coefficients by projecting the channel taps on the basis functions. Subsequently, we equalize the receive signal using the proposed algorithm. Finally, the equalized signal is quantized and decoded using the BCJR algorithm and deinterleaved. As a measure of performance, we report the bit error rate (BER) averaged over 100,000 OFDM symbols.

5.5.2 Discussion of Results

First, we study the dependence of the BER on the number of iterations of GMRES and LSQR, with and without preconditioning. In the case of GMRES, we only present the results with preconditioning, since without preconditioning GMRES needs approximately $K$ iterations to achieve a useful BER. We note that one iteration of LSQR requires approximately twice as many flop as that of GMRES, see Table 5.2 for details. Figures 5.2, 5.3, and 5.4 show the BER as a function of the number of iterations at the
receiver velocities of 175, 300 and 550 km/h, respectively. We consider resulting Doppler at these three receiver velocities as examples of low, moderate, and high Doppler shift in wireless channel. The additive noise in the channel is simulated for a fixed SNR of $E_b/N_0 = 20$ dB. The exact CSI is used in all these experiments. The BER at iteration number zero corresponds to the single-tap (ST) equalization, which is shown for comparison.

Fig. 5.2 presents results for the receiver velocity of 175 km/h, which corresponds to a Doppler shift of 0.94 kHz, or about 8.6% of the subcarrier spacing. The BER of the ST equalization amounts to $7.8 \times 10^{-5}$, while that of preconditioned GMRES decreases from $3.1 \times 10^{-5}$ after one iteration, to $2.3 \times 10^{-5}$ after 3 iterations. The BER of LSQR decreases from $6.5 \times 10^{-4}$ after one iteration to $1.6 \times 10^{-5}$ after 16 iterations. The BER of preconditioned LSQR decreases from $4.7 \times 10^{-5}$ after one iteration to $7.8 \times 10^{-6}$ after 4 iterations.

Fig. 5.3 presents results for the receiver velocity of 300 km/h, which corresponds to a Doppler shift of 1.61 kHz, or about 14.7% of the subcarrier spacing. The BER of the ST equalization amounts to $7.4 \times 10^{-4}$, while that of preconditioned GMRES is $3.7 \times 10^{-4}$ after one iteration and slowly increasing afterwards. The BER of LSQR decreases from $3.1 \times 10^{-3}$ after one iteration to $1.2 \times 10^{-5}$ after 15 iterations. The BER of preconditioned LSQR decreases from $5.6 \times 10^{-4}$ after one iteration to $3.9 \times 10^{-5}$ after 6 iterations.

Fig. 5.4 presents results for the receiver velocity of 550 km/h, which corresponds to a Doppler shift of 2.95 kHz, or about 27% of the subcarrier spacing. The BER of the ST equalization amounts to $1.9 \times 10^{-2}$, while that of preconditioned GMRES is $1.2 \times 10^{-2}$ after one iteration and slowly increasing afterwards. The BER of LSQR decreases from $1.7 \times 10^{-2}$ after one iteration to $1.5 \times 10^{-4}$ after 12 iterations. The BER of preconditioned LSQR decreases from $1.9 \times 10^{-2}$ after one iteration to $6.8 \times 10^{-4}$ after 9 iterations. In this scenario, LSQR is the method of choice. Preconditioning with single tap equalizer does not help any more, because the channel is intrinsically doubly-selective.
Figure 5.3: The BER as a function of the number of iterations at the velocity of 300 km/h (moderate Doppler shift) and the SNR of $E_b/N_0 = 20$ dB using exact CSI.

All iterative methods in Figures 5.2, 5.3, and 5.4 display the phenomenon known as semi-convergence. Specifically, the first few iterations provide approximations of increasing accuracy, as seen by the decreasing BERs. The subsequent iterations do not further improve the resolution, and sometimes even amplify the ambient noise, as evidenced by the slowly increasing BERs.

Fig. 5.5, 5.6, and 5.7 show the dependence of the BER on the SNR expressed in terms of the energy per bit to noise spectral density ratio $E_b/N_0$ for channels simulated with the receiver speed of 175 km/h, 300 km/h, and 550 km/h. We present our results for channels estimated using a pilot-aided method described in Chapter 4, and also the results obtained with the exact channel matrix as a benchmark.

Fig. 5.5(a) and 5.5(b) show the BER with the exact and estimated CSI, respectively, corresponding to the receiver velocity of 175 km/h, or 8.6% of the subcarrier spacing. We use 3 iterations of preconditioned GMRES, 14 iterations of LSQR, and 8 iterations of preconditioned LSQR. The observed BERs saturate at high SNRs. Specifically, with exact CSI, the ST equalization saturates at the BER of $2.2e^{-5}$, the preconditioned GMRES at $6.5e^{-6}$, LSQR at $1.9e^{-6}$ and preconditioned LSQR at $2.0e^{-7}$. With estimated CSI, the saturation levels are $1.3e^{-5}$ for the ST equalization, $6.1e^{-6}$ for preconditioned GMRES, $9.4e^{-7}$ for LSQR, and $9.4e^{-7}$ for preconditioned LSQR.

Fig. 5.6(a) and 5.6(b) show the BER with the estimated and exact CSI, respectively, corresponding to the receiver velocity of 300 km/h, or 14.7% of the subcarrier spacing. We use 10 iterations of LSQR, and 6 iterations of preconditioned LSQR. For such high Doppler shifts, the BER of GMRES is indistinguishable from that of the ST equalization, so only the first one is plotted. The observed BERs saturate at high SNRs. Specifically, with exact CSI, the ST equalization saturates at the BER of $6.1e^{-4}$, LSQR at $2.2e^{-5}$ and preconditioned LSQR at $1.2e^{-5}$. With estimated CSI, the saturation levels are $3.1e^{-3}$ for the ST equalization, $1.1e^{-5}$ for LSQR, and $2.6e^{-5}$ for preconditioned LSQR.
Fig. 5.7(a) and 5.7(b) show the BER with the estimated and exact CSI, respectively, corresponding to the receiver velocity of 550 km/h, or 27% of the subcarrier spacing. We use 14 iterations of LSQR, and 14 iterations of preconditioned LSQR. The observed BERs saturate at high SNRs. Specifically, with exact CSI, the ST equalization saturates at the BER of $1.7 \times 10^{-2}$, LSQR at $9.4 \times 10^{-5}$ and preconditioned LSQR at $4.1 \times 10^{-4}$. With estimated CSI, the saturation levels are $5.9 \times 10^{-2}$ for the ST equalization, $1.1 \times 10^{-4}$ for LSQR, and $5.2 \times 10^{-4}$ for preconditioned LSQR.

The performance of the equalization method using estimated BEM coefficients, demonstrates the feasibility of the proposed equalization method in combination with presently available BEM estimation algorithms.

### 5.6 Chapter Conclusions

In this chapter, we present a method for using the BEM coefficients of wireless channel taps directly for equalization without ever creating the channel matrix. We focus on doubly selective channels modeled by the basis expansion model (BEM) as a sum of product convolution operators. We perform iterative equalization with GMRES and LSQR, and test the proposed equalization method on an OFDM system. The product convolution structure of the channel matrix allow the computation of the matrix-vector products with $O(MK \log K)$ operations, where $M$ is BEM model order. We demonstrate how to use single tap equalizer for preconditioning. Our simulation result show that the preconditioning dramatically accelerates the convergence of both GMRES and LSQR. Consequently, the proposed equalization algorithm amounts to the single tap equalization combined with GMRES or LSQR iterations in order to resolve the ICI.

We observe that convergence of GMRES is extremely slow, where as preconditioned GMRES is fast, but effective only for doubly selective channels with moderate Doppler shift. Preconditioned LSQR is very effective for doubly selective channels with moderate to high Doppler shifts. We have observed experimentally, that preconditioning with ST is not effective for channels whose Doppler shift exceeds 25% of the intercarrier frequency spacing. Such channels are far away from being frequency selective, and the single-tap equalizer is not a reliable approximate inverse.
Figure 5.4: The BER as a function of the number of iterations at the velocity of 550 km/h (high Doppler Shift) and the SNR of $E_b/N_0 = 20$ dB using exact CSI.
Figure 5.5: The BER vs. the SNR expressed as $E_b/N_0$ at the velocity of 175 km/h (low Doppler Shift).
Figure 5.6: The BER vs. the SNR expressed as $E_b/N_0$ at the velocity of 300 km/h (moderate Doppler shift).
Figure 5.7: The BER vs. the SNR expressed as $E_b/N_0$ at the velocity of 550 km/h (high Doppler shift).
Conclusions

In this dissertation we address problems of wireless channel estimation and equalization, for transmission using OFDM setup through rapidly varying wireless channels. We propose an efficient low complexity method for wireless channel estimation using a Basis Expansion Model for the wireless channel taps. Furthermore, we propose a low complexity algorithm for equalization, which uses the estimated BEM coefficients directly without creating the channel matrix. With $L$ discrete channel taps, the proposed estimation method requires $O(L \log L)$ in operations, and $O(L)$ in memory, Whereas previously published methods requires $O(L^2)$ in complexity and memory. With $K$ OFDM subcarriers, the proposed equalization method require $O(K \log K)$ in operations and $O(K)$ in memory. Computer simulation based on the standard IEEE 802.16e shows the effectiveness of the proposed methods.
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