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The Dictionary:
- Linked List
- Access in Front
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The Network:
- Pairwise Access
- Move-to-Where?

Not So Simple:
- Co-locating can Backfire
- Wheel can be Everywhere
- Same Conclusion by Olver et al.
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![Diagram showing bounds on linear demand as a function of communication complexity. The x-axis represents communication complexity, ranging from 0 to log n, and the y-axis represents bounds. There are two distinct regions: an upper bound and a lower bound. The graph shows a transition point labeled with a question mark.](image-url)
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The Basic Math:
- $\log n$ Bad Matchings
- $n^2$ Cost per Matching
- Online Cost: $\Omega(n^2 \log n)$
- Offline Cost: $\Theta(n^2)$
  $\rightarrow$ Competitive Ratio: $\Omega(\log n)$

$n^2$ per Matching:
- Quantify Distortion of Matching
- Compute Sum of Distortion of all Matchings
- Average Distortion is Sufficient

\[2 \times 1 + 0 \times 0 = 2\]
\[\uparrow\]
\[1 \times 1 + 0 \times 1 = 1\]
\[\downarrow\]
\[\sum = 3\]
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Different Networks:
- Binary (Splay) Trees
- No BST Property

\[ O(n / \log n) \]