Influence of molecular temperature on the coherence of fullerenes in a near-field interferometer
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We study C_{70} fullerene matter waves in a Talbot-Lau interferometer as a function of their temperature. While the ideal fringe visibility is observed at moderate molecular temperatures, we find a gradual degradation of the interference contrast if the molecules are heated before entering the interferometer. A method is developed to assess the distribution of the microcanonical temperatures of the molecules in free flight. This way the heating-dependent reduction of interference contrast can be compared with the predictions of quantum theory. We find that the observed loss of coherence agrees quantitatively with the expected decoherence rate due to the thermal radiation emitted by the hot molecules.
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I. INTRODUCTION

The wave-particle duality of material objects is a hallmark of quantum mechanics. Up to now, the wave nature of particles has been demonstrated for electrons, neutrons, atoms, and coherent atomic ensembles. Recently, even the interference of composite objects has been observed ranging from molecular dimers [1–3] and van der Waals clusters [4] to fullerenes [5], massive fullerene derivatives, and small biomolecules [6]. In particular, the advances with large molecules have stimulated the question of what determines the limits to observe quantum delocalization with massive objects.

From the theoretical side, there is also an increased interest concerning the location of the apparent quantum-classical boundary. The recent understanding of decoherence phenomena points to the crucial role played by the environmental interaction in determining whether a quantum particle shows wave behavior [7].

Several experiments tackled this issue in the context of interferometry. Pritchard and co-workers studied the loss of interference contrast in an atom interferometer where sodium atoms were subjected to resonant laser light [8,9]. The photons emitted in a spontaneous decay then both imparted a recoil on the atom and entangled the atomic state with the escaping photon state. Similarly, the Brune et al. experiment [10] can be regarded as an internal state interferometer, where the fringe visibility depends on the entanglement between the atom and the field mode of the emitted photon [11]. Decoherence has also been investigated in a Mach-Zehnder interferometer with a two-dimensional electron gas in a semiconductor heterostructure [12]. Heiblum and co-workers observed a loss of fringe visibility when the mesoscopic structure was heated.

Here, we describe in detail our recent molecule interferometry experiment which explores the loss of fringe contrast when the internal degrees of freedom of fullerene molecules are heated to temperatures above 2000 K. It is based on the fact that hot fullerenes emit thermal, visible light in a continuous spectrum [13]. One expects that the emitted photons will reduce the fringe contrast once they are energetic enough to perturb the motional state of the molecule, or equivalently, if they convey sufficient information about its position [14]. While the original observation has been published in [15], the present article provides a detailed account of the experimental and theoretical techniques used to determine the temperature of the fullerenes in free flight, which is needed to calculate the expected decoherence effect.

In Sec. II we describe the setup of the experiment and our method for varying the molecular temperature by laser heating. Section III provides a quantitative description of the thermally emitted radiation, which determines the localization of the molecular waves and their cooling process. Knowledge of the latter is required in Sec. IV where a model is presented that quantifies the competing dynamics between ionization and cooling of the fullerenes. The comparison with experimental data in Sec. V allows us to extract the temperature distribution in the beam. In Sec. VI we compare the observed loss of visibility to the expectations from quantum theory, and we discuss alternative decoherence mechanisms in Sec. VII.

II. INTERFEROMETRY WITH HEATED FULLERENES

A. The interferometer

We use a Talbot-Lau matter wave interferometer as already described in detail in [16]. It consists of three gold gratings with a period of d=990 nm and a nominal open width of 470 nm which are equally separated by the distance L=38 cm; see Fig. 1. The first grating of the setup prepares the wave coherence in the beam. Near-field diffraction at the second grating then produces a high-contrast interference pattern at the position of the third grating provided the grating separation L is close to a multiple of the Talbot length L_T=d^2/λ_{C70} [17]. At a grating separation of L=0.38 m the interference fringes corresponding to the first and the second Talbot orders are expected at molecular de Broglie wavelengths of λ_{C70}=2.6 and 5.2 pm, respectively. Different
height constrictions are used to select the required velocities centered at 100 m/s (Δv/v = 10%) and at 190 m/s (Δv/v = 15%) out of a thermal beam of fullerenes, which is produced by sublimation at a temperature of 900 K. The interference pattern has a period equal to the grating constant d. Therefore one observes modulation fringes in the transmitted flux I if the third grating is shifted laterally. The transmitted molecules are detected behind the third grating by laser ionization. The observed contrast of the fringe signal and its wavelength dependence then prove unambiguously the coherence of the interference effect.

As shown in earlier work [6,16] the Talbot-Lau setup is well suited for investigating the wave nature of large molecules such as fullerenes, tetraphenylporphyrins, and fluoro-fullerenes. As an example, Fig. 2 gives the interference signal of C_{70} fullerenes as observed without additional heating. The sinusoidal fringes show the expected visibility V = (I_{max} - I_{min})/(I_{max} + I_{min}) of 47%.

B. The heating stage

This interferometric setup is now complemented by a heating stage about 1 m behind the oven and 7 cm in front of the first grating. It serves to vary the internal energy of the molecules by photon absorption [6]. The green fraction of an argon ion laser (λ = 514 nm) is used for the heating stage, while the blue line (λ = 488 nm) serves the postionization in the detector. The green line can reach a maximal power of P_{0} = 10.8 W and is focused by a lens of 30 cm focal length to a waist of w_{0} = 50 μm. The beam passes a cat-eye arrangement of two lenses and two mirrors under small angles and can thus interact up to 16 times with the molecular beam, as shown in Fig. 1. The distance between the foci of the laser beams is approximately 0.3 mm on average. The beam undergoes some attenuation due to some absorption and reflection in the optical elements. The power after the Nth reflection is measured to be about P_{N} = 11.2−0.42 N W. The power of the blue-detecting laser beam is fixed to 16 W and focused to a waist of w_{0} = 8 μm.

The overlap of the laser beam with the molecular beam is monitored by the count rate at detector D_{2}, which shows a maximum for an optimal overlap. All heating beams are then adjusted one after the other with respect to maximal increase in the count rate. Molecules which are heated in front of the interferometer maintain much of their internal energy until they reach the detector behind the interferometer. Since the latter is based on thermal ionization [18,19] an increase of the internal molecular energy leads to an enhanced ionization efficiency in the final detection stage. With a molecular beam height of 150 μm and a heating laser beam waist of 50 μm we are sure that the laser beams overlaps with the molecular beam as long as we can detect an increase for each additional laser beam.

C. Laser heating of fullerenes

Fullerenes are particularly well suited for studying temperature effects in molecular interference since their cage structure provides them with an extraordinary stability against fragmentation. This allows us to deposit more than 100 eV in a single molecule for a sufficiently long time. Laser excitation of these molecules has been studied extensively in the literature; see [20] and references therein. Compared to the more symmetric C_{60} molecule there are fewer symmetry restrictions for dipole transitions in C_{70}. As a result the absorption cross section of C_{70} exceeds that of C_{60} by almost an order of magnitude. This is the main reason for our preference of the C_{70} molecule.

According to Ref. [20] the absorption of a 514 nm photon from the electronic ground state S_{0} will excite the singlet state S_{1}. This is followed by a rapid nonradiative transition to the metastable triplet state T_{1} (the branching ratio exceeds...
The 204 vibrational modes of C_{70} fullerenes form a heat reservoir that can store large amounts of energy. Irrespective of the type of heating, it is sufficient for our purposes to characterize the vibrational state of the molecule by the total internal energy \( E \). Moreover, it is convenient to specify \( E \) in terms of a temperature, even though the molecules are insulated from any external heat bath. This can be done by the microcanonical temperature \( T(E) = \left[\frac{2B}{\beta E} \right]^{-1} \), which is defined through the entropy \( S(E) \). To leading order, \( T \) is the temperature of a fictitious heat bath that would be required to keep the average internal energy of the particle at a value of \( E \).

In free flight the loss of internal energy, i.e., the cooling of the neutral molecules is solely determined by the emission of thermal photons. Ultimately, this process determines the decoherence of the molecular wave since the thermal photons may carry which-path information.

### A. The fullerene emission spectrum

The thermal radiation emitted from fullerenes was observed to have a continuous spectrum \([13]\). However, the spectral emission rate deviates from the Planck law of a macroscopic blackbody for a number of reasons. First, the radiating particle is much smaller than the typical photon wavelengths which indicates that it must be a colored emitter. The oscillator strengths of the available transitions can be related to the frequency-dependent absorption cross section [25]. Second, at the internal energies where thermal emission is relevant the particle is not in thermal equilibrium with the ambient radiation field so that there is no induced emission. Third, the emitter is not kept at a constant temperature, but the emission takes place at a fixed energy \( E \). Similar to Einstein’s derivation of the Planck law these aspects lead to the expression [26]

\[
R_{\omega}(\omega, T) d\omega = \frac{\omega^3}{\pi c^2} \sigma_{\text{abs}}(E(T) - \hbar \omega) \times \exp \left[ - \frac{\hbar \omega}{k_B T} \frac{k_B T}{2C_V} \left( \frac{\hbar \omega}{k_B T} \right)^2 \right] d\omega. \tag{1}
\]

The first term is proportional to the mode density. The second term, the absorption cross section at internal energy \( E(T) - \hbar \omega \) and frequency \( \omega \), quantifies the strength of the available electronic transitions. We disregard the temperature dependence of \( \sigma_{\text{abs}} \) since the relevant optical transitions have much higher energies than the thermal excitations. The third term in Eq. (1), the statistical factor, contains the first-order correction due to the finite heat capacity \( C_V \) of the fullerenes stored in the vibrational motion of the carbon nuclei. In order to quantify the decoherence caused by the corresponding heat radiation a detailed understanding of the radiative cooling process is indispensable. It is developed in the next section. After that, in Sec. IV, we show how to describe the competing dynamics between the cooling process and the thermal ionization.
The corresponding transition matrix elements are extremely preciably to decoherence or cooling in our experiment since $f$ and lowest unoccupied molecular orbitals in the molecule infrared because of a lack of accessible transitions below visible frequencies. Note that there are no contributions in that is relevant in our experiment and covers the range of given for the temperature range between 2000 and 3000 K we obtain the spectral emission rate shown in Fig. 4. It is radiative in the far infrared

[14,26]. It takes into account that the photon emission occurs at a fixed total energy rather than at a fixed temperature.

The heat capacity of $C_{70}$ is practically constant at temperatures between 1000 and 3000 K [27]. It was calculated from the energies of the vibrational levels to be about $C_V = 202 k_B$.

Using measured data for the absorption cross section we obtain the spectral emission rate shown in Fig. 4. It is given for the temperature range between 2000 and 3000 K that is relevant in our experiment and covers the range of visible frequencies. Note that there are no contributions in the infrared because of a lack of accessible transitions below 1.6 eV, the energy of the gap between the highest occupied and lowest unoccupied molecular orbitals in the molecule [20]. Although some of the 204 vibrational modes of $C_{70}$ are radiative in the far infrared [20], they do not contribute appreciably to decoherence or cooling in our experiment since the corresponding transition matrix elements are extremely small [29]. The small bump that can be seen at large temperatures around $\omega = 4.8 \times 10^{15}$ rad/s corresponds to the energy of 3.16 eV belonging to the first allowed dipole transition. The other direct dipole transitions and the plasma resonance at greater energies are still suppressed below 3000 K by the Boltzmann factor in Eq. (1).

**B. The cooling dynamics**

The radiative cooling of the fullerene molecules is determined by the spectral emission rate through the total radiant flux

$$\Phi(T) = \int_0^\infty \hbar \omega R_{\omega}(\omega,T)d\omega.$$  

(2)

It is important to note that the temperature dependence of $\Phi$ differs considerably from the Stefan-Boltzmann law in the case of fullerenes, due to the gap in the electronic excitation spectrum mentioned above. Indeed, from Eqs. (1) and (2) one finds that the radiant flux of $C_{70}$ is given approximately by $\Phi(T) = 6.3 \times 10^{-35} [T/(K)]^{11} \text{eV/s}$ in the temperature regime of $T = 2000$–$3000$ K which will be relevant below. It shows that the thermal emission of fullerenes increases much more strongly with temperature than the well-known $T^4$ dependence of a blackbody.

It follows that the temporal evolution of a hot, neutral fullerene is governed by the cooling equation

$$\frac{dT}{dt} = -\frac{\Phi(T)}{C_V}.$$  

(3)

By integrating Eq. (3) numerically for a finite time $t > 0$ we find that the reduction of an initial temperature $T_0$ is described extremely well by the approximate formula

$$T(t;T_0) = T_0 \left[ 1 + \left( \frac{T_0}{T_\infty} \right)^n \right]^{-1/n},$$  

(4)

with the time-dependent parameters $n$ and $T_\infty$. From this it follows that an initial temperature distribution $f_0(T)$ transforms as

$$f(T) = f_0 \left[ T \left[ 1 - \left( \frac{T}{T_\infty} \right)^n \right]^{-1/n} \right] \left[ 1 - \left( \frac{T}{T_\infty} \right)^n \right]^{-1/(n+1)/n}.$$  

(5)

Note that any temperature distribution will be bounded from above after a finite time by the maximum temperature $T_\infty$, as implied by Eq. (4).

The parameters $n$ and $T_\infty$ are obtained by fitting the function (4) to the numerical solution of Eq. (3). For the short times of flight $t$ between the heating beams we find $n = 6.2$, $T_\infty = 830 \text{ K} \times [\text{s/m}]^{1/n}$, with $v$ the velocity. During the long flight from the first grating to the detection laser the cooling is described by $n = 10.5$, $T_\infty = 2166 \text{ K}$ for a fullerene velocity of 100 m/s, and by $n = 9.7$, $T_\infty = 2321 \text{ K}$ for 190 m/s, respectively. Finally, we have $n = 9$, $T_\infty = 1490 \text{ K} \times [\text{s/m}]^{1/n}$ for the range of about 30 cm behind the detection laser where ions are recorded.

**IV. MOLECULAR THERMOMETRY: THEORETICAL DESCRIPTION**

After the fullerene beam has passed the heating stage it is no longer characterized by a single internal temperature. Rather, it shows a distribution of temperatures because of the stochastic nature of the photon absorption and as a result of the different heating intensities seen by the fullerenes due to the laser beam profiles. The resulting average temperature cannot be measured directly with a spectrometer since there are too few detectable photons emitted while the fullerenes travel through the interferometer. Instead, we have to resort to an indirect assessment of the temperature distribution.

The beam temperature is inferred in our experiment from an accurate measurement of the molecular ions, which appear due to the thermal emission of electrons from the hot...
fullerenes in the heating stage. They are recorded as a function of the fullerene velocity, the laser power, and the number of heating laser beams. By comparing a model calculation to many experimental curves we obtain reliable information on the temperature distribution in the beam. A second, independent source of information is the count rate variation in the final molecule detector. This is because the fullerenes carry much of their added energy through the whole interferometer and their temperature determines the final detection efficiency. As discussed below, our model calculation also reproduces the experimental detection rate for different heating powers and fullerene velocity, which confirms independently the implied temperature distribution.

A quantitative description of the heating dynamics and the resulting ion signal faces several challenges. First, the photon absorption is a stochastic process giving rise to an initially broad distribution of temperatures in the beam. Second, there is a delicate competition between radiative emission and ionization, which both depend in a strong and nonlinear fashion on the fullerene temperature. Third, the radiative cooling of the molecules between the subsequent heating laser beams must also be taken into account. Finally, the de- 
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\[ i'_{C70}(T,y, v,z) = e^{-\bar{n}(y)} \sum_{n=0}^{\infty} \frac{[\bar{n}(y)]^n}{n!} i_{C70}(T - n\Delta T,y,v,z). \]  

(8)

The mean number of absorbed photons follows from an integration over the Gaussian laser mode centered at \( \gamma_0 \). It is given by

\[ \bar{n}(y) = \sqrt{\frac{2}{\pi}} \frac{\lambda \sigma_{abs}}{h c \omega_y} \exp \left( -\frac{2(y - \gamma_0)^2}{w_y^2} \right). \]  

(9)

The cooling and ionization processes after the heating are governed by Eq. (4) and by the Arrhenius law

\[ \frac{d}{dz} i_{C70}(T,y, v,z) = -\frac{A_{ion}}{v} \exp \left( -\frac{E_{ion}}{k_B T} \right) i_{C70}(T,y, v,z). \]  

(10)

In our case the ionization energy is to be taken from the triplet state \( T_1 \), that is \( E_{ion} = 7.6 \text{ eV} - 1.6 \text{ eV} \). Since the evolution of the temperature \( T(z/v; T_0) \) is known explicitly (4) one can integrate Eq. (10). This way we obtain

\[ i_{C70}(T,y, v,z + \Delta z) = i_{C70}(T,y, v,z) \left( 1 - \frac{T}{T_o} \right)^{1/n} \exp \left[ -\frac{A_{ion} L}{v} C(T) \left( 1 - \frac{T}{T_o} \right)^{-1/(n+1)} \right]. \]  

(11)

with

\[ C(T) = n \frac{T_{ion}^n(v)}{T_0^{n+1}} \left[ \Gamma \left( n, T \right) / \Gamma \left( n, T_0 \right) \]  

\[ - \Gamma \left( n, T_{ion} / T_0 \right) \left( 1 + \frac{T_0}{T_{ion}(v)} \right)^{1/(n+1)} \right]. \]  

(12)

Here \( \Gamma(n,x) \) is the incomplete gamma function and \( k_B T_{ion} = E_{ion} \). Equation (11) describes the reduction of the neutral fraction and its temperature variation during a free flight under the joint action of radiative cooling and ionization.

In doing so we allow for an absorption cross section \( \sigma_{abs} \) in the metastable \( T_1 \) state which may differ from the ground state absorption cross section. At the same time only sequential absorption is considered, since the neglect of multiphoton effects is certainly justified at the prevailing laser intensities.

The absorption of laser photons is determined by a Poissonian probability distribution. Every green photon adds 2.3 eV to the molecule and therefore increases the temperature by \( \Delta T = h \omega_y / c v = 139 \text{ K} \). Correspondingly, each passage through a single laser beam changes the distribution in the fullerene beam according to
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Here \( \Gamma(n,x) \) is the incomplete gamma function and \( k_B T_{ion} = E_{ion} \). Equation (11) describes the reduction of the neutral fraction and its temperature variation during a free flight under the joint action of radiative cooling and ionization.
The transformations (8) and (11) are applied as often as there are intersecting laser beams, which have an average separation of 0.3 mm. We take their vertical positions to be uniformly distributed within a width of about 1.5 \( w_{y} \), which is the estimate obtained from the experimental beam alignment. Our values for \( T_{a}(v) \) and \( n \) are given above in Sec. III.

The ion yield in the heating region, which is measured at detector \( D_{1} \), is given by the change in the current of neutral molecules. It reads

\[
I(v) = C_{T} v^{3} \exp \left(-\frac{\nu^{2}}{v_{w}^{2}}\right) \int_{0}^{\infty} dy \int_{0}^{\infty} dT[I_{C70}(T,y,v,0) - I_{C70}(T,y,v,z_{G1})] ,
\]

Here we account also for possible delayed ionization by extending the measurement interval to the interferometer entrance \( z_{G1} \). However, delayed ionization does not play an important role for the parameters given below, and virtually no ionization is predicted for \( z > z_{G1} \).

The final detection stage \( D_{2} \) also operates by laser-induced thermionic emission. Therefore, one can calculate its temperature- and velocity-dependent detection efficiency using Eqs. (8) and (11) as well. We use the values given in Sec. II B for the wavelength of the detection laser and its waist, and take the maximal ionization distance to be 30 cm.

V. MOLECULAR THERMOMETRY: EXPERIMENTAL RESULTS

In order to gauge our heating setup we measure the ionization yield in the heating stage. Positive ions are accelerated to the conversion dynode where they release secondary electrons which are in turn accelerated to a secondary electron multiplier situated 1 cm above the conversion plate. The first heating beam was adjusted such that its focus is lying just below the rim of the channeltron. This setup ensures that the observed electric signal is essentially proportional to the ion current produced in the heating region.

We use a chopped molecular beam and a time-of-flight sensitive detection scheme to measure the velocity of the neutral fullerenes, which determines the heating time. In addition, the number of heating beams can be varied by blocking the laser beam after a specified number of reflections. This way the normalized ion yield \( I(v)/[C_{T} v^{3} \exp(\nu^{2}/v_{w}^{2})] \) could be extracted as a function of the fullerene velocity, the heating power, and for heating configurations with four and ten crossing beams; see Fig. 5.

The corresponding model calculation depends on two unknown parameters, the absorption cross section in the triplet state \( \sigma(T_{i}) \) and the Arrhenius constant for ionization \( A \). By comparing simultaneously the various measured ion curves to the model we extract the common fit values \( \sigma(T_{i}) = 2 \times 10^{-17} \text{ cm}^{2} \) and \( A = 5 \times 10^{8} \text{ s}^{-1} \). Our value for the cross section \( \sigma(T_{i}) \) is close to that of the known ground state absorption cross section [28]. This is reasonable with \( C_{70} \), where the dipole matrix elements have fewer symmetry restrictions than \( C_{60} \). We did not find published Arrhenius constants for \( C_{70} \), but we note that the literature values for \( C_{60} \) vary by many orders of magnitude [32]. Given this it seems acceptable that our value is smaller than the range of literature values for \( C_{60} \). Figure 5 shows the experimental data for the ion yield along with the results of the model calculation using the mentioned parameters.

In addition to the above measurements, we also record the change of the count rate in the final detection stage as a function of the heating power, the number of heating beams, and for two different fullerene velocities of 100 and 190 m/s. The experimental data are shown in Fig. 6. They are compared to the model calculation using the same parameters as above, and one observes a good agreement of the various curves. This is strong evidence that the model succeeds in describing the relevant cooling and ionization processes. It serves also to explain the form of the experimental data curves. The increase in the detection rate at small heating powers is due to the higher temperature of the fullerenes arriving at the detection stage. The increased internal energy raises the ionization probability after crossing the detection laser beam. This effect is superseded at higher heating pow-
ers and a large number of heating beams by a reduction of the detection rate. It is due to the fact that at strong heating a sizable fraction of the fullerene beam is ionized already in the heating stage.

The good agreement of the described measurements with the model calculation leads us to conclude that the model provides a realistic description of the temperature evolution in the beam. Figure 7 shows the implied temperature distribution in the beam directly after heating and at the position of the first grating. The fullerene velocities are taken to be 100 and 190 m/s corresponding to the experimental choice for observing the first and second Talbot orders. Note that the slower molecules, which are heated more strongly, arrive at the first grating with a smaller temperature on average because they have more time of flight to cool off.

A final remark concerns the dependence of the model calculation on the fit parameters $\sigma(T_i)$ and $A_{\text{ion}}$ which were obtained from the curves in Fig. 5. While the ionization and detection curves show a moderate dependence on these parameters, the temperature distribution given in Fig. 7 is very robust. The reason is that only the absorption cross section $\sigma(T_i)$ enters in this figure, which is much better specified by the fitting procedure than $A_{\text{ion}}$. Incidentally, only this robust temperature distribution enters the calculation in the following treatment of radiative decoherence.

VI. DECOHERENCE BY THERMALLY EMITTED RADIATION

The effect of the molecular temperature on the wave nature of the fullerenes can now be measured using the Talbot-Lau interference effect described in Sec. II A. The “fast” fullerenes with $v = 190$ m/s correspond to the first-order Talbot effect. They are heated by an arrangement of 16 laser beams. Ten beams are used for the slower fullerenes that are required for the second Talbot order ($v = 100$ m/s).

Figure 8 shows the observed interference fringes of the fast molecules for various heating powers. The variation of the mean count rate is discussed in Sec. V. We use sinusoidal fits (the solid lines) in order to extract the visibility $V = (I_{\text{max}} - I_{\text{min}})/(I_{\text{max}} + I_{\text{min}})$, which is a direct measure of the particle’s wave nature.

According to decoherence theory, the ability of a hot object to show interference is limited by the rate and wavelengths of the thermally emitted photons. A detailed description of the theoretical treatment of decoherence in the Talbot-Lau interference has been given in Ref. [14]. It predicts the reduction of the fringe contrast due to the emission of thermal photons, in particular for the sinusoidal fringes observed in our symmetric Talbot-Lau interferometer. For a molecule with the initial temperature $T_0$ and a velocity $v$ the reduction factor is given by

\[ V = (1 - \frac{\sigma(T_i)}{A_{\text{ion}}})^{1/2} \]
The precise form of the spectral photon emission rate $R_\omega(T_0,v)$ for C$_{70}$ fullerenes and their temperature evolution were discussed in Sec. III. In order to predict the expected loss of interference contrast one needs to account for the temperature distribution shown by the fullerenes when they enter the interferometer. It is given by

$$R(T_0,v) = \exp\left\{-\int_0^{\frac{2L_s}{c}} dt \int_0^\infty d\omega \, R_\omega(\omega,T(t;T_0)) \right\} \times \left[ 1 - \text{sinc}\left( \frac{\omega d L - |vt-L|}{c L_T} \right) \right].$$

Equation (14) is most intuitive for first- (second-) order Talbot interference where the grating distance $L$ equals (equals twice) the Talbot length $L_T = d^2/\lambda C_{70}$. Then, the photon wavelength gets compared to the actual separation of paths running through neighboring slits (next to neighboring slits) in the central grating.

It should be noted that the change of the internal fullerene state upon photon emission does not matter for decoherence. The reason for this is that the internal degrees of freedom do not get entangled with the center-of-mass coordinate, since the emission probability is position independent.

The expected visibility reduction is calculated by weighting the reduction factor (14) with this distribution.

$$f_{G1}(T;v) = \int dy \, i_{C70}(T;y;v,z_{G1})$$

The solid curves are sinusoidal fits used to extract the fringe visibility.

Here, $R_\omega(\omega,T)$ is the spectral photon emission rate (1) at angular frequency $\omega$ and temperature $T$. The function $T(t;T_0)$ gives the temporal variation of the fullerene temperature. The argument of the function $\text{sinc}(\lambda x) = \sin(\lambda x)/\lambda x$ compares the wavelength $\lambda = 2\pi c/\omega$ of the thermal photon to the effective separation of the contributing interfering paths.

FIG. 8. Fullerene interference fringes corresponding to the first-order Talbot-Lau effect at different powers of the heating laser. The stronger the heating in front of the interferometer the more thermal radiation is emitted within the interferometer, leading to a monotonic reduction of fringe contrast. The variation of the mean absolute count rate is caused by the thermal ionization detection scheme. While it is irrelevant for the assessment of the degree of coherence, it provides us with a second method for the evaluation of the molecular temperature, as discussed in the text and indicated in Fig. 6.

FIG. 9. Reduction of the interference visibility due to heating with laser power $P$. The circles give the experimental visibility extracted from fringe patterns such as shown in Fig. 8; the solid lines are the theoretical expectation given by Eq. (16). The fullerenes in the top graph have a velocity of 190 m/s corresponding to the first Talbot order, while in the bottom graph the fullerene velocity is 100 m/s corresponding to the second Talbot order. The upper scale gives the mean fullerene temperature at the entrance of the interferometer.
a blackbody. This is one of the reasons why the simple estimates of temperature effects in Refs. [33–35] cannot be used to describe the experiment. Similarly, the more recent studies in Refs. [36,37] do not apply to the present experimental situation.

The visibilities extracted from the experimental fringe patterns are given in Fig. 9, where they are compared to the theoretical expectation (16). The error bars of the experimental data indicate only the statistical error of the visibility extraction. A much larger systematic error is due to the imperfections in the alignment of the heating laser beams. As a result, the variation of the experimental data after different alignments is of the order of the difference between the data shown and the experimental curve. Note that the upper scale in Fig. 9 gives the mean temperature in the beam at the entrance of the interferometer.

VII. DISCUSSION

The good agreement between experiment and decoherence theory found in Fig. 9 provides strong evidence for the observation of thermal decoherence. However, since the temperature measurement is indirect it is necessary to discuss the possibility of other laser-induced decoherence mechanisms that might give rise to a similar observation.

A different source of decoherence would ensue if the fullerenes were still in the electronic triplet state when they enter the interferometer. This state is associated with a magnetic moment and arguably also with a higher electric polarizability. The molecules could therefore be slightly more susceptible to interactions with electromagnetic stray fields.

However, if this interaction were relevant one would expect a different relation between the interference fringe contrast and the heating laser power than it is observed in the experiment. A single absorbed photon would suffice to take the fullerene into the first excited triplet state with a probability of more than 90%. Correspondingly, we would expect a sharp threshold in the contrast curve of Fig. 9 when the laser power is increased. Moreover, we expect that the \( T_1 \) lifetime and therefore also its population in the interferometer should decrease with increasing heating power.

From the gradual decay of the visibility curve we can therefore safely exclude any effect that requires a nonthermal population of the excited state for the explanation of the observation.
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